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Background
• Scenario: one or more clients want to receive many elements

from a large database  issue of load balancing.

• Batch codes, introduced in 2004 by Ishai et al [1], provide this
• by dividing the database into several servers,

• so that the client(s) need only to make few queries to each
server in order to reconstruct all desired elements.

clients database

servers

• These codes are of use in distributed storage systems [2].
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Recent work

• Several works on so-called combinatorial batch codes,
e.g., Stinson, Wei, Paterson [3], or Silberstein, Gál [4].

• Lipmaa and Skachek [5] recently studied linear batch codes.

• They show that a generator matrix of a binary linear batch
code is also a generator matrix of classical binary linear
error-correcting code with lower-bounded minimum distance.

• This immediately yields that coding theoretic upper bounds on
the code size can be applied to binary linear batch codes.

We provide a precise mathematical definition of batch codes and
generalise this result to general, nonlinear nonbinary codes.
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Standard batch codes

Definition
An (n,N,m,M, t) batch encoder over the alphabet F w. r. t. a
partition [N] =

⋃
j∈[M] Pj is a map

ϕ : F n → FN

such that for any I ⊆ [n] , #I = m there exists T ⊆ [N] with

1. #(T ∩ Pj) ≤ t for all j ∈ [M] ,

2. ϕ(x)|T “determines” x|I , i.e., there is a map ψ : FT → F I

with ψ(ϕ(x)|T ) = x|I for all x ∈ F n .

Interpretation:

• n size of data base, I “batch” of m queries,

• N total storage, M number of “buckets”/servers,

• t maximal load.
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Batch code example

Example

An (n,N,m,M, t) = (6, 9, 2, 3, 1) batch encoder is

ϕ : (x1, . . . , x6) 7→ (y1, . . . , y9)

= (x1, x2, x3, x4, x5, x6, x1+x4, x2+x5, x3+x6) .

Say, if I = {1, 2} then take T = {1, 5, 8} . Then

1. #(T ∩ {1, 2, 3}) = 1, #(T ∩ {4, 5, 6}) = 1 and
#(T ∩ {7, 8, 9}) = 1,

2. we retrieve y1 = x1 and y8 − y5 = x2 + x5 − x5 = x2 .
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Multi-user setup

Definition
An (n,N,m,M, t) multiset batch encoder over F w. r. t. a
partition [N] =

⋃
j∈[M] Pj , is a map

ϕ : F n → FN

such that for any i : [m]→ [n] there exist T1, . . . ,Tm ⊆ [N] with

1.
∑

`∈[m] #(T` ∩ Pj) ≤ t for all j ∈ [M] ,

2. ϕ(x)|T`
“determines” xi` , i.e., there is a map ψ` : FT` → F

with ψ`(ϕ(x)|T`
) = xi` for all x ∈ F n , for all ` ∈ [m] .

Remark

• Any multiset batch encoder is also a (standard) batch encoder
with same parameters.

• Any batch encoder ϕ is injective; call ϕ(F n) the batch code.
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Primitive batch codes

We state a single definition for multiset batch codes in the
important special case where t = 1 and M = N .

Definition
An (N, n,m) primitive batch encoder over F is a map

ϕ : F n → FN

such that for any i : [m]→ [n] there are

1. disjoint sets T1, . . . ,Tm ⊆ [N] , such that

2. ϕ(x)|T`
“determines” xi` , i.e., there is a map ψ` : FT` → F

with ψ`(ϕ(x)|T`
) = xi` for all x ∈ F n , for all ` ∈ [m] .
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Linear batch codes

Let F now be a finite field. Then any linear batch encoder
ϕ : F n → FN is specified by an n × N generator matrix G .

Example

The map ϕ : F2
2 → F3

2 , (x1, x2) 7→ (x1, x2, x1+x2), i.e.,

ϕ(x) = x · G , where G =

(
1 0 1
0 1 1

)
,

defines a (3, 2, 2) primitive batch code (“subcube code”) C .

C
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A criterion for generator matrices

Let ϕ : F n → FN be a linear map, let I ⊆ [n] and T ⊆ [N] . If
there is a map ψ : FT → F I with ψ(ϕ(x)|T ) = x|I for all x ∈ F n ,
then ψ can be chosen to be linear.

Proposition

Let ϕ : F n → FN , ϕ(x) = x · G be a linear encoder. Then ϕ is an
(N, n,m) batch encoder if and only if for all i : [m]→ [n] there are
disjoint sets T1, . . . ,Tm ⊆ [N] such that

∀ ` ∈ [m] : ei` ∈ colspan(G |T`
) .

Example

A generator matrix for a binary (N, n,m) = (3, 2, 2) batch code is

G =

(
1 0 1
0 1 1

)
.
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Nonlinear nonbinary batch codes

Theorem
Let ϕ : F n → FN be an (N, n,m) primitive batch encoder over
some alphabet F . Then C = ϕ(F n) ⊆ FN is an error-correcting
code of minimum distance at least m.

Proof.
Let x, x′ ∈ F n with dH(ϕ(x), ϕ(x′)) < m . We show that x = x′ .

• Fix j ∈ [n] .

• Let the batch i : [m]→ [n] be i(`) = i` = j for all ` .

• There are disjoint sets T1, . . . ,Tm ⊆ [N] and maps
ψ` : FT` → F with ψ`(ϕ(x)|T`

) = xi` for all ` ∈ [m] .

• There must exist ` ∈ [m] with ϕ(x)|T`
= ϕ(x′)|T`

, hence
xj = xi` = ψ`(ϕ(x)|T`

) = ψ`(ϕ(x′)|T`
) = x ′

i`
= x ′

j .

Hence x = x′ as desired.
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Remarks and future work

Example

A (7, 3, 4) primitive batch code is defined by

ϕ(a, b, c) = (a , b , c , a+b , a+c , b+c , a+b+c) .

In this case the coding theory lower bound is tight.

Open problems:

• Find other lower bounds by combinatorial counting arguments.

• Shorten the gap between lower bounds and constructions of
(primitive) batch codes.
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