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#### Abstract

The Buchberger-Möller algorithm is a well-known efficient tool for computing the vanishing ideal of a finite set of points. If the coodinates of the points are (imprecise) measured data, the resulting Gröbner basis is numerically unstable. In this paper we introduce a numerically stable Approximate Buchberger-Möller Algorithm. Moreover, we provide modifications of this algorithm which produce approximate border bases and approximate Macaulay bases of zero-dimensional vanishing ideals, respectively. We also generalize the Border Basis Algorithm ([9]) to the approximate setting and study the approximate membership problem for zero-dimensional polynomial ideals. The algorithms are then applied to actual industrial problems.


## 1. Introduction

In his ground-breaking book [17], Stetter presents the following definition of empirical multivariate polynomials which are to be used for modelling real-life phenomena.

Definition 1.1. Let $P=\mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$ be the polynomial ring over $\mathbb{R}$ in $n$ indeterminates. An empirical polynomial is a pair $(p, e)$ where $p=\sum_{j \in J} \alpha_{j} \mathbf{x}^{j} \in P$ and the tolerance $e$ is a tuple $e=\left(\varepsilon_{j}\right)_{j \in \tilde{J}} \in \mathbb{R}_{+}^{m}$. Here $\tilde{J} \subseteq J$ is the empirical support of $p$, the pairs $\left(\alpha_{j}, \varepsilon_{j}\right)$ are the empirical coefficients of $p$, and $m=\# \tilde{J}$.

Every polynomial $\tilde{p}=\sum_{j \in J} \tilde{\alpha}_{j} \mathbf{x}^{j}$ with

$$
\|\tilde{p}-p\|_{e}^{*}:=\left\|\left(\ldots, \frac{\left|\tilde{\alpha}_{j}-\alpha_{j}\right|}{\varepsilon_{j}}, \ldots\right)_{j \in \tilde{J}}\right\|^{*} \leq O(1)
$$

is called a valid instance of $p$.
The premises of this definition are that there is a specified polynomial $p$ and that the uncertainty associated with real-life phenomena can be represented by the uncertainty in one or more of the coefficients of $p$. Specifically, the empirical support of $p$ is considered to be given. Whereas such a situation may occur in certain problems, in many real-life industrial applications it is not realistic. Yet there is a strong incentive for pursuing approaches using polynomial rings in industrial applications. In addition to the usual linear algebra methods, they offer the opportunity to uncover the always present, performance determining, non-linear interactions between variables or groups of variables in these applications.

[^0]To explain the deficiencies of the above definition, we consider the following common situation in industrial applications. Frequently a finite set of data points $\mathbb{X}=\left\{p_{1}, \ldots, p_{s}\right\} \subset \mathbb{R}^{n}$, representing noisy measurements collected in a field experiment, is available. Their coordinates will be suggestively called here inputs. Furthermore, there exist one or more measured values at each point that we give the suggestive name outputs. Now we assume that the outputs are polynomial functions of the coordinates of the points $p_{i}$. Our goal it to construct polynomial functions fitting the measured inputs to the measured outputs. The usefulness, or in modelling jargon the goodness of fit, of the polynomial model is then checked in a validation experiment: the inputs from another set $\mathbb{Y}$ of measured data points, which have not been used in the fitting process, are substituted as values for the corresponding indeterminates in the constructed polynomial. Then the evaluations obtained in this way are compared to the actual measured outputs.

Clearly there is not anything like a specified polynomial given here. Nor is there structural information in the form of a fixed support available. In other words, in dealing with real-life industrial applications, the starting point is not a specified polynomial, but noisy measured data from which a polynomial must be constructed. Its construction should be such that it may serve as input for ensuing computer algebra computations. The subsequent algebraic considerations and computations present new mathematical challenges, some of which are addressed in this paper. Acknowledging this new branch of commutative algebra, a new name was coined recently for this sort of developments: Approximate Commutative Algebra.

Before we elaborate further on our contributions to this subject presented in this paper, we would like to state a few restrictions we have made. Their justification is mainly based upon the early stage of this new development. We hasten to add that these restrictions do not obstruct in any way the real-life applicability of our results. One assumption has been tacitly made already: We assume that the relation between inputs and outputs mentioned above is an algebraic rather than a differential equation. We have no doubts, however, that results in Approximate Differential Algebra will follow in due course. A second assumption is that, again with reference to the above sketched construction of polynomials, we restrict ourselves to the situation where we consider one output depending on several inputs. We plan to address multi-input, multi-output situations in a future paper.

Furthermore, we would like to point out that the present paper reflects our ongoing research in this area. While in the process of finishing our preprint, the paper [5] by Fassino was brought to our attention, in which the mathematical problem examined in our Section 3 is addressed, albeit using methods that are clearly different from ours.

The rest of this paper is organized as follows. In Section 2 we recall a ubiquitous tool from numerical linear algebra: the singular value decomposition (SVD) of a matrix of real numbers. For easy reference, we include a definition of the approximate kernel of a real matrix and an interpretation in terms of a total least squares problem.

Then, in Section 3, we use the SVD to adapt the well-known algorithm of Buchberger-Möller (cf. [2]) to the computation of approximate vanishing ideals. Let us explain what this means.
Definition 1.2. Let $\mathbb{X}=\left\{p_{1}, \ldots, p_{s}\right\}$ be a finite set of (empirical) points in $\mathbb{R}^{n}$, and let $P=\mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$.
(1) The $\mathbb{R}$-linear map eval : $P \longrightarrow \mathbb{R}^{s}$ defined by $\operatorname{eval}(f)=\left(f\left(p_{1}\right), \ldots, f\left(p_{s}\right)\right)$ is called the evaluation map associated to $\mathbb{X}$.
(2) The ideal $I_{\mathbb{X}}=\operatorname{ker}(\mathrm{eval}) \subseteq P$ is called the vanishing ideal of $\mathbb{X}$.
(3) Given $\varepsilon>0$, an ideal $J \subseteq P$ is called an $\varepsilon$-approximate vanishing ideal of $\mathbb{X}$ if there exists a system of generators $G$ of $J$ such that $\|\operatorname{eval}(g)\|<\varepsilon \cdot\|g\|$ for all $g \in G$, where $\|g\|$ denotes the Euclidean norm of the coefficient vector of $g$.

In the empirical setting described above, we do not want to consider the "true" vanishing ideal of a set of points $\mathbb{X}$ given by approximate data. For instance, there could be polynomials passing almost through the points as in the following picture.


Figure 1. passing close vs. going through
Furthermore, the property of having "small" evaluations at the points of $\mathbb{X}$ is not preserved by multiplication of polynomials. Thus we cannot hope to find an ideal consisting entirely of polynomials having "small" evaluations at the points. Instead, we require this property only for the unitary polynomials in a system of generators of an approximate vanishing ideal. The motivation and application of this definition will become clear in Section 3.

Small modifications of the approximate Buchberger-Möller algorithm 3.1 enable us to compute border bases and Macaulay bases of approximate vanishing ideals. The detailed algorithms are spelled out in Corollary 3.3 and Corollary 3.4. A particular feature of the approximate Buchberger-Möller algorithm is that it sometimes produces the vanishing ideal of a nearby smaller set of points. This is due to the fact that close-by points should be regarded as approximately equal (see Example 3.5).

In Section 4 we consider a related problem: given polynomials $f_{1}, \ldots, f_{s} \in P=$ $\mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$ which "almost" define a zero-dimensional polynomial ideal (i.e. there exist close-by polynomials which define an ideal $I \subset P$ such that $\left.\operatorname{dim}_{\mathbb{R}}(P / I)>0\right)$, find a border basis of the smallest nearby ideal $I$. The idea to solve this task is similar to the idea underlying the approximate Buchberger-Möller algorithm: use the SVD to make the usual border basis algorithm (see [9], Props. 18 and 21) numerically more stable. The precise formulation of the approximate border basis algorithm is given in Theorem 4.5 and some examples and timings are provided in Section 6.

Next we study the approximate ideal membership problem in Section 5. For approximate vanishing ideals, the decision problem "Is $f$ approximately in $I$ ?" can be easily solved using the evaluation vector of $f$. For general zero-dimensional ideals, we use a completely reduced, orthogonal Macaulay basis to decide approximate membership by checking the length of the orthogonal projection to the ideal. Moreover, the division by this completely reduced, orthogonal Macaulay basis yields representations which enable us to solve the explicit membership problem for approximate ideals.

In Section 6 we provide some timings and study the behavior of the implementations of our algorithms for some real-world data sets. We also show the importance of appropriate data scaling. Finally, in Section 7, we explain how one can apply the results to some concrete industrial problems.

Unless explicitly stated otherwise, we use the definitions and notations introduced in [10] and [11]. The base field will be the field of real numbers throughout this paper. We leave it to the interested readers to write down the appropriate versions of our results over the field of complex numbers.

## 2. The Singular Value Decomposition

The Singular Value Decomposition (SVD) of a matrix of real numbers is a ubiquitous tool in Numerical Linear Algebra. Since we are going to use it heavily (as well as certain variants of it), we recall it here. For further details, see [6]. Unless specified explicitly, we shall always equip $\mathbb{R}^{m}$ with the standard scalar product and the Euclidean norm.

Theorem 2.1 (The Singular Value Decomposition).
Let $\mathcal{A} \in \operatorname{Mat}_{m, n}(\mathbb{R})$.
(1) There are orthogonal matrices $\mathcal{U} \in \operatorname{Mat}_{m, m}(\mathbb{R})$ and $\mathcal{V} \in \operatorname{Mat}_{n, n}(\mathbb{R})$ and a matrix $\mathcal{S} \in \operatorname{Mat}_{m, n}(\mathbb{R})$ of the form $\mathcal{S}=\left(\begin{array}{cc}\mathcal{D} & 0 \\ 0 & 0\end{array}\right)$ such that

$$
\mathcal{A}=\mathcal{U} \cdot \mathcal{S} \cdot \mathcal{V}^{\operatorname{tr}}=\mathcal{U} \cdot\left(\begin{array}{ll}
\mathcal{D} & 0 \\
0 & 0
\end{array}\right) \cdot \mathcal{V}^{\operatorname{tr}}
$$

where $\mathcal{D}=\operatorname{diag}\left(s_{1}, \ldots, s_{r}\right)$ is a diagonal matrix.
(2) In this decomposition, it is possible to achieve $s_{1} \geq s_{2} \geq \cdots \geq s_{r}>0$. The numbers $s_{1}, \ldots, s_{r}$ depend only on $\mathcal{A}$ and are called the singular values of $\mathcal{A}$.
(3) The number $r$ is the rank of $\mathcal{A}$.
(4) The matrices $\mathcal{U}$ and $\mathcal{V}$ have the following interpretation:

$$
\begin{aligned}
& \text { first } r \text { columns of } \mathcal{U} \equiv \\
& \text { last } m-r \text { columns of } \mathcal{U} \equiv \\
& \text { first } r \text { columns of } \mathcal{V} \equiv O N B \text { of the kernel of } \mathcal{A}^{\text {tr }} \\
& \equiv O N B \text { of the row space of } \mathcal{A} \\
& \text { last } n-r \text { columns of } \mathcal{V} \equiv \\
& \text { ONB of the column space of } \mathcal{A}^{\text {tr }} \\
& \text { ONB of the kernel of } \mathcal{A}
\end{aligned}
$$

Proof. See for instance [6], Sections 2.5.3 and 2.6.1.
The SVD of a real matrix allows us to define and compute its approximate kernel.
Corollary 2.2. Let $\mathcal{A} \in \operatorname{Mat}_{m, n}(\mathbb{R})$, and let $\varepsilon>0$ be given. Let $k \in\{1, \ldots, r\}$ be chosen such that $s_{k}>\varepsilon \geq s_{k+1}$. Form the matrix $\widetilde{\mathcal{A}}=\mathcal{U} \widetilde{\mathcal{S}} \mathcal{V}^{\operatorname{tr}}$ by setting $s_{k+1}=\cdots=s_{r}=0$ in $\mathcal{S}$.
(1) We have $\min \{\|\mathcal{A}-\mathcal{B}\|: \operatorname{rank}(\mathcal{B}) \leq k\}=\|\mathcal{A}-\widetilde{\mathcal{A}}\|=s_{k+1}$.
(2) The vector subspace $\operatorname{apker}(\mathcal{A}, \varepsilon)=\operatorname{ker}(\widetilde{\mathcal{A}})$ is the largest dimensional kernel of a matrix whose Euclidean distance from $\mathcal{A}$ is at most $\varepsilon$. It is called the $\varepsilon$-approximate kernel of $\mathcal{A}$.
(3) The last $n-k$ columns $v_{k+1}, \ldots, v_{n}$ of $\mathcal{V}$ are an $O N B$ of $\operatorname{apker}(\mathcal{A}, \varepsilon)$. They satisfy $\left\|\mathcal{A} v_{i}\right\|<\varepsilon$.

Proof. See [6], Section 2.5.4 and the theorem. For (3), observe that $\left\|\mathcal{A} v_{i}\right\|=$ $\left\|(\mathcal{A}-\widetilde{\mathcal{A}}) v_{i}\right\| \leq\|\mathcal{A}-\widetilde{\mathcal{A}}\|<\varepsilon$.

The number $\varepsilon>0$ in this corollary is usually called the threshold number. For matrices arising from measured data, there is frequently a large gap in the sequence of singular values $\left(s_{1}, \ldots, s_{r}\right)$, so that there exists a natural choice for the threshold number. The matrix $\widetilde{\mathcal{A}}$ is also called the $\varepsilon$-truncation of the SVD of $\mathcal{A}$ and $k$ is sometimes referred to as the numerical rank of $\mathcal{A}$. The approximate kernel of a matrix can be reinterpreted as follows.

TLS Interpretation of the Approximate Kernel. The following explanations follow those in [7] and reinterpret the results in our context. Rather than using the classical least squares methods, our setting leads us to consider total least squares (TLS) problems. For instance, suppose we are given a finite set of input data points $\mathbb{X}=\left\{p_{1}, \ldots, p_{s}\right\} \subset \mathbb{R}^{n}$ and measured output values $q_{1}, \ldots, q_{s} \in \mathbb{R}$. If we want to interpolate these data linearly, we are looking for an $n$-dimensional affine subspace $\hat{c}^{\perp}=\left(c_{1}, \ldots, c_{n}, 1\right)^{\perp}$ that is nearest to the data points, i.e. that minimizes $J(c)=\sum_{i=1}^{s}\left(\mathbf{z}_{i}^{\mathrm{tr}} \cdot \hat{c}\right)^{2}$ where $\mathbf{z}_{i}=\left(p_{i},-q_{i}\right)$. Since $\mathbf{z}_{i}^{\mathrm{tr}} \cdot \hat{c} /\|\hat{c}\|$ is the distance from $\mathbf{z}_{\mathbf{i}}$ to the subspace, we want to minimize $\mathbf{r} \mapsto\left\|\left(\mathbf{z}_{1}, \ldots, \mathbf{z}_{s}\right)^{\text {tr }} \cdot \mathbf{r}\right\|^{2}$ subject to $\|\mathbf{r}\|^{2}=1$. In other words, the total least-squares solution minimizes the Euclidean distance of an affine hyperspace to a given set of input/output points, and not only the output components of the distances. In our applications this means that we allow errors in all components rather than only the right side of the fitting problem.

Now let us connect these TLS approximations to the interpolation problem in higher degrees and to the approximate kernel of a matrix. Let $\mathcal{A} \in \operatorname{Mat}_{m, n}(\mathbb{R})$ and $i \in\{1, \ldots, n\}$. We use the choice of this component index $i$ to dehomogenize the linear system of equations $\mathcal{A} \cdot \mathbf{x}=0$. Let $\mathcal{A}^{\prime}$ be the matrix obtained by deleting the $i^{\text {th }}$ column of $\mathcal{A}$, and let $a_{i}$ be the $i^{\text {th }}$ column of $\mathcal{A}$. The TLS solution of the (usually over-determined) linear system $\mathcal{A}^{\prime} \cdot \mathbf{x}=-a_{i}$ minimizes the sum of the Euclidean distances of the column vectors of $\mathcal{A}^{\prime}$ to an affine subspace $\left(c_{1}, \ldots, \widehat{c_{i}}, \ldots, c_{n}\right)^{\perp}$. If it exists, it corresponds to the kernel of the minimizer of the Frobenius norm $\|\mathcal{A}-\mathcal{B}\|^{2}$ subject to $\operatorname{rank}(\mathcal{B})<n$ (see [7], Sec. 5). This minimization problem is solved by the SVD, and the right singular vector corresponding to the smallest singular value of $\mathcal{A}$ is the required solution of the $i^{\text {th }}$ TLS problem provided its $i^{\text {th }}$ component is not zero.

If we use a threshold number $\varepsilon>0$ and compute the $\varepsilon$-truncation $\widetilde{\mathcal{A}}$ of the SVD of $\mathcal{A}$, we are looking for as many solutions to the TLS-problems $\mathcal{A}^{\prime} \cdot \mathbf{x}=a_{i}$ as possible for which there exists a solvable linear system $\mathcal{B}^{\prime} \cdot \mathbf{x}=b_{i}$ which is "nearest" to the system $\mathcal{A}^{\prime} \cdot \mathbf{x}=a_{i}$ and not farther away than specified by the threshold number. This is exactly the way we will use the SVD in Sections 3 and 4. Note that, compared to the classical least squares solutions, our SVD approach allows implicitly that all columns of $\mathcal{A}$ (which will be the evaluation vectors of terms at the input data points) contain "noise", not just the columns corresponding to the right hand sides of the dehomogenizations (which will correspond to the evaluation vectors of the leading terms of the Gröbner basis or border basis polynomials). We will come back to this point later on.

## 3. Approximate Vanishing Ideals of Points

In this section we present an algorithm which uses the SVD to compute the approximate vanishing ideal of a finite set of points $\mathbb{X}=\left\{p_{1}, \ldots, p_{s}\right\} \subset \mathbb{R}^{n}$ given by their (approximate) coordinates. To this end, we modify the usual BuchbergerMöller algorithm (see [2], [13], and [1]). We shall measure the "size" of a polynomial by the Euclidean norm of its coefficient vector. If this norm is one, the polynomial will be called unitary. By scaling the coordinates of the points appropriately, we may assume that they are in the interval $[-1,1]$.

Theorem 3.1 (The Approximate Buchberger-Möller Algorithm).
Let $\mathbb{X}=\left\{p_{1}, \ldots, p_{s}\right\} \subset[-1,1]^{n} \subset \mathbb{R}^{n}$, let $P=\mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$, let eval $: P \longrightarrow \mathbb{R}^{s}$ be the associated evaluation map $\operatorname{eval}(f)=\left(f\left(p_{1}\right), \ldots, f\left(p_{s}\right)\right)$, and let $\varepsilon>\varepsilon^{\prime}>0$ be small positive numbers. Moreover, we choose a degree compatible term ordering $\sigma$. Consider the following sequence of instructions.

A1 Start with lists $G=\emptyset, \mathcal{O}=[1]$, a matrix $\mathcal{M}=(1, \ldots, 1)^{\operatorname{tr}} \in \operatorname{Mat}_{s, 1}(\mathbb{R})$, and $d=0$.
A2 Increase $d$ by one and let $L=\left[t_{1}, \ldots, t_{\ell}\right]$ be the list of all terms of degree $d$ which are not contained in $\left\langle\mathrm{LT}_{\sigma}(g) \mid g \in G\right\rangle$, ordered decreasingly w.r.t. $\sigma$. If $L=\emptyset$, return the pair $(G, \mathcal{O})$ and stop.
A3 Let $m$ be the number of columns of $\mathcal{M}$. Form the matrix

$$
\mathcal{A}=\left(\operatorname{eval}\left(t_{1}\right), \ldots, \operatorname{eval}\left(t_{\ell}\right), \mathcal{M}\right) \in \operatorname{Mat}_{s, \ell+m}(\mathbb{R})
$$

Using its SVD, calculate a matrix $\mathcal{B}$ who column vectors are an ONB of the approximate kernel $\operatorname{apker}(\mathcal{A}, \varepsilon)$.
A4 Reduce $\mathcal{B}=\left(b_{i j}\right)$ to column echelon form. Normalize each column after every reduction step. If at some point a row contains no pivot element of absolute value $>\varepsilon^{\prime}$ in the untreated columns, replace the corresponding elements of absolute value $\leq \varepsilon^{\prime}$ by zeros and continue with the next row. The result is a matrix $\mathcal{C}=\left(c_{i j}\right) \in \operatorname{Mat}_{\ell+m, k}(\mathbb{R})$ such that $c_{i j}=0$ for $i<\nu(j)$ and $c_{\nu(j) j}=1$. (Here $\nu(j)$ denotes the row index of the pivot element in the $j^{\text {th }}$ column.)
A5 For all $i \in\{1, \ldots, \ell\}$ such that there exists a $j \in\{1, \ldots, k\}$ with $\nu(j)=i$ (i.e. for the row indices of the pivot elements), append the polynomial

$$
c_{i j} t_{i}+\sum_{i^{\prime}=i+1}^{\ell} c_{i^{\prime} j} t_{i^{\prime}}+\sum_{i^{\prime}=\ell+1}^{\ell+m} c_{i^{\prime} j} u_{i^{\prime}}
$$

to the list $G$, where $u_{i^{\prime}}$ is the $\left(i^{\prime}-\ell\right)^{\text {th }}$ element of $\mathcal{O}$.
A6 For all $i=\ell, \ell-1, \ldots, 1$ such that the $i^{\text {th }}$ row of $\mathcal{C}$ contains no pivot element, append the term $t_{i}$ as a new first element to $\mathcal{O}$, append the column $\operatorname{eval}\left(t_{i}\right)$ as a new first column to $\mathcal{M}$, and continue with step A2.
This is an algorithm which computes a pair $(G, \mathcal{O})$. The list $G$ is a unitary minimal $\sigma$-Gröbner basis of the ideal $I=\langle G\rangle \subset P$ and satisfies $\|\operatorname{eval}(g)\|<\delta$ for $\delta=$ $\varepsilon \sqrt{\# G}+\varepsilon^{\prime} s \sqrt{s}$ and all $g \in G$. Moreover, we have $\operatorname{dim}_{\mathbb{R}}(P / I) \leq s$.

The list $\mathcal{O}$ contains an order ideal of monomials whose residue classes form an $\mathbb{R}$-vector space basis of $P / I$.

Proof. First we prove finiteness. When a new degree is started in step A2, the matrix $\mathcal{M}$ has $m=\# \mathcal{O}$ columns where $\mathcal{O}$ is the current list of terms. In step $\mathbf{A 5}$
we construct new elements of $G$ which have leading terms not in $\left\langle\operatorname{LT}_{\sigma}(G)\right\rangle$. By Dickson's Lemma (cf. [10], 1.3.6), this can happen only finitely many times. In step A6 we enlarge $\mathcal{M}$ by new first columns which are linearly independent of the other columns. Also this can happen only finitely many times. Eventually we arrive at a situation where all new columns $\operatorname{eval}\left(t_{i}\right)$ of $\mathcal{A}$ in step $\mathbf{A} \mathbf{3}$ would lead to a contradiction by yielding either a new element of $G$ or a new column of $\mathcal{M}$. Thus we must eventually get $L=\emptyset$ and the algorithm stops.

Next we show correctness. In each degree, we show by downward induction on $i=\ell, \ell-1, \ldots, 1$ that the term $t_{i}$ is either appended to $\mathcal{O}$ or is the leading term of a new element of the unitary minimal $\sigma$-Gröbner basis $G$. Notice that the columns of $\mathcal{A}$ are the evaluation vectors of terms which are ordered decreasingly w.r.t. $\sigma$. A column $\left(c_{1 j}, \ldots, c_{\ell+m j}\right)^{\text {tr }}$ of $\mathcal{C}$ corresponds to a linear combination of these terms whose evaluation vector has norm $<\varepsilon$. Let $f_{1}, \ldots, f_{k}$ be the polynomials of degree $\leq d$ given by these linear combinations of terms. By construction, we have $\operatorname{LT}_{\sigma}\left(f_{j}\right)=t_{\nu(j)}$ for $j=1, \ldots, k$ and $\operatorname{LT}_{\sigma}\left(f_{1}\right)>_{\sigma} \cdots>_{\sigma} \operatorname{LT}_{\sigma}\left(f_{k}\right)$. (By step A4, the number $\nu(j)$ is the row index of the pivot element in column $j$ of $\mathcal{C}$.)

We process the indices $i$ (and thus the terms $t_{i}$ ) in the order $i=\ell, \ell-1, \ldots, 1$. If row $i$ of $\mathcal{C}$ contains a pivot element $c_{\nu(j) j}$, the polynomial $f_{j}$ constructed in step A5 has a leading term $\operatorname{LT}_{\sigma}\left(f_{j}\right)=t_{i}$ which is not contained in the monomial ideal generated by the leading terms of the current elements of $G$. Hence the enlarged set $G$ is unitary and has pairwise non-dividing leading terms.

If row $i$ of $\mathcal{C}$ contains no pivot element, there is no linear relation among the terms in $\mathcal{O} \cup L$ with leading term $t_{i}$ and leading coefficient $>\varepsilon^{\prime}$. No leading term of an element of the current set $G$ divides $t_{i}$. Since $\sigma$ is degree compatible, no leading term of the final set $G$ divides $t_{i}$. Thus $t_{i}$ is an element of the complement of $\left\langle\operatorname{LT}_{\sigma}(G)\right\rangle$. It follows that the final set $G$ is a unitary minimal $\sigma$-Gröbner basis of the ideal $I=\langle G\rangle$ and the final set $\mathcal{O}$ is the complement of $\mathrm{LT}_{\sigma}(I)$.

Finally it remains to prove the desired estimate for the size of the evaluation vectors of the elements of $G$. For $i=1, \ldots, \ell+m$, let $t_{i}$ be the term whose evaluation vector is the $i^{\text {th }}$ column of $\mathcal{A}$. The column vectors of $\mathcal{B}$ are an ONB of $\operatorname{apker}(\mathcal{A}, \varepsilon)$. By Corollary 2.2, the norm of the vector $\sum_{i=1}^{\ell+m} b_{i j} \operatorname{eval}\left(t_{i}\right)$ is $<\varepsilon$ for every $j$. Thus the norm of the evaluation vector of $\sum_{i=1}^{\ell+m} b_{i j} t_{i}$ is $<\varepsilon$.

Let $v$ be a unitary vector in the column space of $\mathcal{B}$ and let $f=\sum_{i=1}^{\ell+m} v_{i} t_{i}$ be its associated polynomial. We write $v=a_{1} b_{1}+\cdots+a_{k} b_{k}$ where $a_{j} \in \mathbb{R}$ and $b_{j}$ is the $j^{\text {th }}$ column of $\mathcal{B}$. Then we have $\|\operatorname{eval}(f)\|=\left\|\sum_{j=1}^{k} a_{j} \operatorname{eval}\left(\sum_{i=1}^{\ell+m} b_{i j} t_{i}\right)\right\| \leq$ $\sum_{j=1}^{k}\left|a_{j}\right| \varepsilon \leq \varepsilon \sqrt{k} \sum_{j=1}^{k}\left|a_{j}\right|^{2}=\varepsilon \sqrt{k}$.

In step A4 the column space of $\mathcal{B}$ is modified only if the untreated part of some row contains no pivot element $>\varepsilon^{\prime}$. In this case certain entries are set to zero. This changes the evaluation vector of the associated polynomial by at most $\varepsilon^{\prime} \sqrt{s}$ because $\left\|\operatorname{eval}\left(t_{i}\right)\right\| \leq \sqrt{s}$ for all $i$. Thus the evaluation vector of the associated polynomial of a unitary vector in the column space of $\mathcal{C}$ is $<\varepsilon \sqrt{k}+\varepsilon^{\prime} s \sqrt{s}$. Since the number of columns of $\mathcal{B}$ is $<\# G$, we obtain $\|\operatorname{eval}(g)\|<\varepsilon \sqrt{\# G}+\varepsilon^{\prime} s \sqrt{s}$ for all $g \in G$. This concludes the proof.

Clearly, the assumption that the coordinates of the points of $\mathbb{X}$ are in the interval $[-1,1]$ is not necessary for the correctness of this algorithm. It was only used to prove the stated bound for $\delta$. However, a suitable amount of data scaling is essential
for the performance and the numerical behavior of this algorithm, as we shall see in the last part of Section 6.

Algorithm 3.1 can be optimized in a variety of ways. For instance, it is not strictly necessary that the "blocks" of terms used in the loop A2 - A6 are all the terms of a fixed degree outside $\left\langle\operatorname{LT}_{\sigma}(G)\right\rangle$. Especially in higher degrees it is useful to process "blocks" of terms for which the SVD can be computed efficiently. If the bound $\delta$ of the theorem yields insufficient results, we can use the following optimization.

Step control. In Algorithm 3.1 we use a fixed $\varepsilon>0$ for the singular value truncation. In many cases this suffices to get good results, but in some cases it makes sense to vary $\varepsilon$. The main idea behind this is that, after using a specific $\varepsilon$ for the singular value truncation, one checks the quality of the evaluation vectors of the relations in $G$. If the quality is below a given bound, the constant $\varepsilon$ is iteratively adapted until the resulting relations meet the quality requirements. This is a common principle used in numerical calculations which is called step control. Using step control for Algorithm 3.1 may involve additional iterations and hence slow the algorithm down a bit. On the other hand, it will result in a smoother evaluation behavior of the calculated relations. Step control is achieved by modifying the theorem as follows.

Corollary 3.2 (Approximate BM Algorithm with Step Control).
In the setting of the theorem, let $\xi>0$ the maximal tolerable size of the evaluation vectors of the calculated Gröbner basis polynomials. Replace steps A5 and A6 by the following steps $\mathbf{A 5}{ }^{\prime}$ and $\mathbf{A} \mathbf{6}^{\prime}$.

A5' For all $i \in\{1, \ldots, \ell\}$ such that there exists a $j \in\{1, \ldots, k\}$ with $\nu(j)=i$ (i.e. for the row indices of the pivot elements), form the polynomials

$$
f_{j}=c_{i j} t_{i}+\sum_{i^{\prime}=i+1}^{\ell} c_{i^{\prime} j} t_{i^{\prime}}+\sum_{i^{\prime}=\ell+1}^{\ell+m} c_{i^{\prime} j} u_{i^{\prime}}
$$

where $u_{i^{\prime}}$ is the $\left(i^{\prime}-\ell\right)^{\text {th }}$ element of $\mathcal{O}$. Calculate $\max _{j}\left\{\left\|\operatorname{eval}\left(f_{j}\right)\right\|\right\}$ and check whether it is $<\xi$. If this is the case, append the polynomials $f_{j}$ to $G$. Otherwise, replace $\varepsilon$ by $\varepsilon / 10$, replace $\varepsilon^{\prime}$ by $\varepsilon^{\prime} / 10$, and continue with step A3.
A6' For all $i=\ell, \ell-1, \ldots, 1$ such that the $i^{\text {th }}$ row of $\mathcal{C}$ contains no pivot element, append the term $t_{i}$ as a new first element to $\mathcal{O}$, append the column $\operatorname{eval}\left(t_{i}\right)$ as a new first column to $\mathcal{M}$, reset $\varepsilon$ and $\varepsilon^{\prime}$ to their original values, and continue with step A2.
The resulting algorithm computes a pair $(G, \mathcal{O})$. The list $G$ is a unitary minimal $\sigma$-Gröbner basis of the ideal $I=\langle G\rangle \subset P$ and satisfies $\|\operatorname{eval}(g)\|<\xi$ for all $g \in G$ as well as $\operatorname{dim}_{\mathbb{R}}(P / I) \leq s$. The list $\mathcal{O}$ contains an order ideal of monomials whose residue classes form an $\mathbb{R}$-vector space basis of $P / I$.

Border Bases. In practice, border bases frequently have better numerical stability than Gröbner bases. (For a definition and the basic properties of border bases, see [11], Section 6.4.) Hence it makes sense to use border bases instead of Gröbner bases for approximate computations. It is easy to change Algorithm 3.1 so that it computes a border basis of an approximate vanishing ideal of a set of points. In fact, it suffices to replace one step in Algorithm 3.1 as follows.

Corollary 3.3 (Border Bases for Zero-Dimensional Vanishing Ideals).
In the setting of the theorem, replace step A2 of the algorithm by the following step A2'.

A2' Increase $d$ by one and let $L$ be the list of all terms of degree $d$, ordered decreasingly w.r.t. $\sigma$. Remove from $L$ all terms which are contained in $\left\langle\operatorname{LT}_{\sigma}(g) \mid g \in G\right\rangle$, but not the ones in the border of $\mathcal{O}$. If $L=\emptyset$, return the pair $(G, \mathcal{O})$ and stop. Otherwise, let $L=\left[t_{1}, \ldots, t_{\ell}\right]$.
The resulting algorithm computes a pair $(G, \mathcal{O})$. The set $\left\{\mathrm{LC}_{\sigma}(g)^{-1} g \mid g \in G\right\}$ is the $\mathcal{O}$-border basis of a $\delta$-approximate vanishing ideal $I=\langle G\rangle \subset P$ of $\mathbb{X}$ where $\delta<\varepsilon \sqrt{\# G}+\varepsilon^{\prime} s \sqrt{s}$. The list $\mathcal{O}$ consists of all terms which are not contained in $\mathrm{LT}_{\sigma}(I)$.

Proof. The list $L$ constructed in step A2' contains the terms which are put in the list $L$ in step A2. Thus Algorithm 3.3 finds at least as many polynomials in the $\varepsilon$-approximate vanishing ideal of $\mathbb{X}$ in step $\mathbf{A 5}$ as Algorithm 3.1. Since the correctness proof of the theorem is, mutatis mutandis, still valid, the computed set $G$ is a $\sigma$-Gröbner basis of $I=\langle G\rangle$ which contains the Gröbner basis computed by the theorem.

Furthermore, the border $\partial \mathcal{O}$ of the order ideal $\mathcal{O}$ returned by the algorithm is contained in the union of the sets $\left\{x_{1}, \ldots, x_{n}\right\} \cdot \mathcal{O}^{(d)}$ where $\mathcal{O}^{(d)}$ is the set of elements of the list $\mathcal{O}$ after the loop A2-A6 has been completed for a particular degree $d$. Hence every term $b \in \partial \mathcal{O}$ is contained in $L$ at some point. Letting $I$ be the ideal computed by Algorithm 3.1, there exists a polynomial $f=b-\sum_{t_{i} \in \mathcal{O}} a_{i} t_{i} \in$ $I$ with $a_{i} \in \mathbb{R}$. Hence the polynomial $\|f\|^{-1} f$ is one of the elements appended to $G$ in step A5. Thus the list $G$ resulting from Algorithm 3.3 contains the unitary polynomials one obtains by normalizing an $\mathcal{O}$-border prebasis of $I$ where $\mathcal{O}=\mathbb{T}^{n} \backslash \operatorname{LT}_{\sigma}(I)$. Since that $\mathcal{O}$-border prebasis contains a $\sigma$-Gröbner basis of $I$, it is in fact the $\mathcal{O}$-border basis of $I$ by [8], Prop. 11.

Clearly, the algorithm in this corollary can by equipped with a step control, too. We leave it to the reader to write down the corresponding version of the algorithm. In Section 6 we present some computational results for the calculation of Gröbner bases and border bases of $\varepsilon$-approximate vanishing ideals. In particular, it turns out that border bases are indeed numerically more stable in the examples considered there.

Macaulay Bases. The approximate Buchberger-Möller algorithm can be adapted to calculate a Macaulay basis (also called an H-basis) of an approximate vanishing ideal of a set of points. The definition and fundamental properties of Macaulay bases are explained in [11], Sections 4.2 and 4.3. In Section 5 we shall use these bases to study the approximate membership problem for zero-dimensional polynomial ideals. Macaulay bases were also used by H.M. Möller and T. Sauer to address numerical problems associated with multivariate interpolation in [14] and [15]. Strictly speaking, since our Algorithm 3.1 calculates a reduced Gröbner basis with respect to a degree compatible term ordering, we have already found a Macaulay basis for the vanishing ideal. Of course, this is not the kind of Macaulay basis we are really interested in. We would prefer an "almost orthogonal" Macaulay basis with good numerical properties. Here "almost orthogonal" refers to a Macaulay basis for which the orthogonality conditions of [15], Thm. 6.4 are satisfied up to an
error whose size is of the order of magnitude of the given threshold number (see also Definition 5.1). In order to find such a basis, we modify Algorithm 3.1 as follows.
Corollary 3.4 (Macaulay Bases for Zero-Dimensional Vanishing Ideals).
In the setting of the theorem, consider the following sequence of instructions.
M1 Start with lists $G=\emptyset, H=\emptyset, \mathcal{O}=[1], \mathcal{Q}=[1]$, a matrix $\mathcal{M}=$ $(1, \ldots, 1)^{\operatorname{tr}} \in \operatorname{Mat}_{s, 1}(\mathbb{R})$, and $d=0$.
M2 Increase $d$ by one and let $L=\left[t_{1}, \ldots, t_{\ell}\right]$ be the list of all terms of degree $d$ which are not contained in $\left\langle\mathrm{LT}_{\sigma}(g) \mid g \in G\right\rangle$, ordered decreasingly w.r.t. $\sigma$. If $L=\emptyset$, continue with step M8.
M3 Let $m$ be the number of columns of $\mathcal{M}$. Form the matrix

$$
\mathcal{A}=\left(\operatorname{eval}\left(t_{1}\right), \ldots, \operatorname{eval}\left(t_{\ell}\right), \mathcal{M}\right) \in \operatorname{Mat}_{s, \ell+m}(\mathbb{R})
$$

Compute the matrix $\mathcal{B}=\left(b_{i j}\right)$ whose column vectors are an ONB of the approximate kernel $\operatorname{apker}(\mathcal{A}, \varepsilon)$.
M4 Reduce $\mathcal{B}=\left(b_{i j}\right)$ to column echelon form. Normalize each column after every reduction step. If at some point a row contains no pivot element of absolute value $>\varepsilon^{\prime}$ in the untreated columns, replace the corresponding elements of absolute value $\leq \varepsilon^{\prime}$ by zeros and continue with the next row. The result is a matrix $\mathcal{C}=\left(c_{i j}\right) \in \operatorname{Mat}_{\ell+m, k}(\mathbb{R})$ such that $c_{i j}=0$ for $i<\nu(j)$ and $c_{\nu(j) j}=1$.
M5 Now start with $\mathcal{C}$ and undo all column operations performed in step $\mathbf{M} 4$. Call the resulting matrix $\widetilde{\mathcal{B}}=\left(\tilde{b}_{i j}\right)$. For every $j$, append the polynomial

$$
h_{j}=\sum_{i^{\prime}=1}^{\ell} \tilde{b}_{i^{\prime} j} t_{i^{\prime}}+\sum_{i^{\prime}=\ell+1}^{\ell+m} \tilde{b}_{i^{\prime} j} u_{i^{\prime}}
$$

to the list $H$, where $u_{i^{\prime}}$ is the $\left(i^{\prime}-\ell\right)^{\text {th }}$ element of $\mathcal{O}$.
M6 For all $i \in\{1, \ldots, \ell\}$ such that there exists a $j \in\{1, \ldots, k\}$ with $\nu(j)=i$ (i.e. for the row indices of the pivot elements), append the polynomial

$$
c_{i j} t_{i}+\sum_{i^{\prime}=i+1}^{\ell} c_{i^{\prime} j} t_{i^{\prime}}+\sum_{i^{\prime}=\ell+1}^{\ell+m} c_{i^{\prime} j} u_{i^{\prime}}
$$

to the list $G$, where $u_{i^{\prime}}$ is the $\left(i^{\prime}-\ell\right)^{\text {th }}$ element of $\mathcal{O}$.
M7 For all $i=\ell, \ell-1, \ldots, 1$ such that the $i^{\text {th }}$ row of $\mathcal{C}$ contains no pivot element, append the term $t_{i}$ as a new first element to $\mathcal{O}$ and append the column $\operatorname{eval}\left(t_{i}\right)$ as a new first column to $\mathcal{M}$. Continue with step M2.
M8 Let $\mathcal{O}=\left[t_{1}, \ldots, t_{m^{\prime}}\right]$. Compute the $S V D \mathcal{M}=\mathcal{U S} \mathcal{V}^{\text {tr }}$ of $\mathcal{M}$. Put the polynomials $\left(q_{1}, \ldots, q_{m^{\prime}}\right)=\left(t_{1}, \ldots, t_{m^{\prime}}\right) \cdot \mathcal{V} \mathcal{S}^{-1}$ into $\mathcal{Q}$ and return the pair $(H, \mathcal{Q})$.
This is an algorithm which computes a pair $(H, \mathcal{Q})$. Here $H$ is an almost orthogonal Macaulay basis of a $\delta$-approximate vanishing ideal $I$ of $\mathbb{X}$, where we use $\delta=\varepsilon \sqrt{\# G}+\varepsilon^{\prime} s \sqrt{s}$ again. Moreover, the set $\mathcal{Q}$ is an ONB of a complement of $I$ in $P$.

Proof. Since the computation of $G$ and $\mathcal{O}$ proceeds as in the algorithm of the theorem, it suffices to prove the claimed properties of $H$ and $\mathcal{Q}$. In each degree $d$, the new elements of $H$ are obtained from the new elements of $G$ by an invertible linear transformation, namely the transformation corresponding to the inversion of
the reduction steps in M4. In particular, the degree forms of the new elements of $H$ generate the same vector space as the degree forms of the new elements of $G$. Since $G$ is a Macaulay basis, the set $H$ is therefore a Macaulay basis, too. In each degree $d$, the new elemens of $H$ are almost orthogonal to each other, because the columns of $\mathcal{B}$ form an ONB of $\operatorname{apker}(\mathcal{A})$, and the passage from $\mathcal{B}$ to $\mathcal{C}$ is almost undone by the passage from $\mathcal{C}$ to $\widetilde{\mathcal{B}}$ except for the small changes introduced by the second part of step M4.

After the last degree $d$ has been treated by the algorithm, the list $\mathcal{O}$ contains a vector space basis of a complement of $\langle G\rangle$ in $P$, and hence also of a complement of $\langle H\rangle$. From the SVD of $\widetilde{\mathcal{M}}$ we see that $\widetilde{\mathcal{M}} \widetilde{\mathcal{V}} \widetilde{\mathcal{S}}^{-1}=\left(u_{1}, \ldots, u_{m^{\prime}}, 0, \ldots, 0\right)$ where the $u_{i}$ are the first $m^{\prime}$ columns of $\tilde{\mathcal{U}}$. Consequently, the evaluation vectors of the elements of $\mathcal{Q}$ are an ONB of the column space of $\widetilde{\mathcal{M}}$. Since the columns of $\widetilde{\mathcal{M}}$ are exactly the evaluation vectors of the elements of $\mathcal{O}$, the claim follows.

We would like to point out that the algorithm of this corollary can be optimized substantially: if no element has to be set equal to zero in step M4, we can take the matrix $\mathcal{B}$ instead of computing $\widetilde{\mathcal{B}}$ in step M5. Similarly, if the elements we set equal to zero in step M4 are few and much smaller than $\varepsilon$, the polynomials derived from the columns of $\mathcal{B}$ are a very good approximation to the polynomials constructed in step M5. Notice also that this algorithm produces a particularly nice Macaulay basis of an approximate vanishing ideal $I$ of $\mathbb{X}$ and an ONB of a complement of $I$ in $P$. These facts will be used to solve the approximate ideal membership problem for $I$ in Section 5 .

The Case of the Vanishing Points. In Theorem 3.1 we were careful to state that the computed ideal $I$ satisfies the inequality $\operatorname{dim}_{\mathbb{R}}(P / I) \leq s$ but not necessarily the equality. Apparently the zero-set of $I$ may consist of less than $s$ points. Is this really possible? Yes, it is! Below we exhibit an easy example for this phenomenon. In fact, when working with real-world data sets, it is quite likely to occur: if two measurements yield "approximately" the same values, the corresponding data points will be very close to each other. A polynomial of low degree will "almost" vanish on one point if and only if it "almost" vanishes on the other. Thus, from the point of view of constructing an approximate vanishing ideal, the points should be considered as one. And luckily enough, this is exactly what the SVD achieves for us, without the need for any data preprocessing as in [5]. Now let us have a look at the example.

Example 3.5. (Two Points Become One)
Consider the set of two points $\mathbb{X}=\{(0.25,1),(0.3,1)\}$ which may be considered "close" to each other. We apply the approximate Buchberger-Möller Algorithm 3.1. The evaluation matrix in degree one is

$$
\mathcal{A}=(\operatorname{eval}(x), \operatorname{eval}(y), \operatorname{eval}(1))=\left(\begin{array}{ccc}
0.25 & 1 & 1 \\
0.3 & 1 & 1
\end{array}\right)
$$

The singular values of this matrix are $s_{1}=1.9699$ and $s_{2}=0.5214$. Given $\varepsilon=$ 0.6 , the approximate kernel of $\mathcal{A}$ is 2-dimensional. Hence we find two linearly independent linear forms passing through $\mathbb{X}$ (instead of a linear and a quadratic polynomial). In other words, for $\delta=\varepsilon \sqrt{\# G}+\varepsilon^{\prime} s \sqrt{s} \approx 0.85$, the $\delta$-approximate vanishing ideal $I$ of $\mathbb{X}$ satisfies $\operatorname{dim}_{\mathbb{R}}(P / I)=1$, i.e. it defines one point. The two points have become one!



Figure 2. Two close-by points become one "approximate" point

## 4. Approximate Border Basis Computation

Next we want to address the following problem: Suppose we are given "empirical" polynomials $f_{1}, \ldots, f_{s} \in P=\mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$ with $s \geq n$. If $s>n$, the ideal $\left\langle f_{1}, \ldots, f_{s}\right\rangle$ will probably be the unit ideal. However, we assume that "close by" there exists a zero-dimensional ideal $I \subset P$ with $\operatorname{dim}_{\mathbb{R}}(P / I) \gg 0$. Our task is to find $I$ and to compute a border basis of $I$.

The first step is to represent finite dimensional vector spaces of polynomials by matrices. Let $V \subset P$ be a vector space, let $f_{1}, \ldots, f_{s}$ be a basis of $V$, and let $\operatorname{Supp}\left(f_{1}\right) \cup \cdots \cup \operatorname{Supp}\left(f_{s}\right)=\left\{t_{1}, \ldots, t_{r}\right\}$. Then $V$ can be represented by the matrix

$$
\mathcal{A}=\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 s} \\
\vdots & & \vdots \\
a_{r 1} & \cdots & a_{r s}
\end{array}\right)
$$

where $f_{j}=a_{1 j} t_{1}+\cdots+a_{r j} t_{j}$ with $a_{i j} \in \mathbb{R}$.
As discussed above, in our applications it makes sense to measure the "size" of a polynomial by the Euclidean norm of its coefficient vector. Given a threshold number $\varepsilon>0$, a polynomial is called $\varepsilon$-small if the norm of its coefficient vector is less than $\varepsilon$. Thus the next step is to use the SVD of $\mathcal{A}$ to filter out some $\varepsilon$-small polynomials in $V$.

For this purpose, we compute the SVD of $\mathcal{A}$ and get $\mathcal{A}=\mathcal{U} \mathcal{S} \mathcal{V}^{\operatorname{tr}}$ as in Theorem 2.1. If we now replace all singular values $s_{i}<\varepsilon$ by zeroes, the resulting matrix $\widetilde{\mathcal{A}}=\mathcal{U} \widetilde{\mathcal{S}} \mathcal{V}^{\mathrm{tr}}$ represents the polynomial vector space $V_{\text {ap }}$ of smallest rank which is "close" to $V$ (see Corollary 2.2).

In the Border Basis Algorithm we need a vector space basis $\mathcal{V}$ of $V$ with pairwise different leading terms and a vector space basis extension $\mathcal{V} \cup \mathcal{W}^{\prime}$ with pairwise different leading terms. We want to find an "approximate" version of this special kind of basis extension. Given a finite dimensional vector space of empirical polynomials $V \subset P$ and a threshold number $\varepsilon>0$, we first replace $V$ by $V_{\text {ap }}$. Let $\mathcal{A}=\left(a_{i j}\right) \in \operatorname{Mat}_{r, s}(\mathbb{R})$ be a matrix representing $V_{\text {ap }}$. By choosing the ONB $\left\{f_{1}, \ldots, f_{s}\right\}$ of $V_{\text {ap }}$ provided by the columns of the matrix $\mathcal{U}$ in the SVD, we may assume that $r \geq s$ and $\mathcal{A}=\mathcal{U}_{1}$ where $\mathcal{U}_{1}$ consists of the first $s$ columns of the orthogonal matrix $\mathcal{U}$ of size $r \times r$.

Definition 4.1. Let $\varepsilon>0$ be a given threshold number, and let $\sigma$ be a degree compatible term ordering.
(1) For a unitary polynomial $f \in P$, the maximal term $t \in \operatorname{Supp}(f)$ whose coefficient has an absolute value $>\varepsilon$ is called the approximate leading term of $f$ with respect to $\sigma$ and is denoted by $\operatorname{LT}_{\sigma}^{\text {ap }}(f)$. The coefficient of $\operatorname{LT}_{\sigma}^{\text {ap }}(f)$ in $f$ is called the approximate leading coefficient of $f$ and is denoted by $\mathrm{LC}_{\sigma}^{\text {ap }}(f)$.
(2) Let $V \subseteq P$ be a finite dimensional vector subspace. The set

$$
\operatorname{LT}_{\sigma}^{\mathrm{ap}}(V)=\left\{\operatorname{LT}_{\sigma}^{\mathrm{ap}}(f) \mid f \in V,\|f\|=1\right\}
$$

is called the approximate leading term set of $V$.
If the threshold number $\varepsilon$ is small enough, every unitary polynomial in $V$ has an approximate leading term. However, it is easy to see that the set of approximate leading terms of a unitary vector space basis of $V$ may be strictly smaller than $\mathrm{LT}_{\sigma}^{\mathrm{ap}}(V)$. We would like to find a unitary vector space basis of $V$ which has a numerically well-behaved approximate leading term set in the sense that its leading terms are exactly the approximate leading terms of polynomials in $V$. For this purpose we may have to modify $V$ slightly as follows.
Remark 4.2. [Approximate Leading Term Bases]
Let $\mathcal{A}=\left(a_{i j}\right) \in \operatorname{Mat}_{r, s}(\mathbb{R})$ be a matrix representing a vector space of polynomials $V=\left\langle f_{1}, \ldots, f_{s}\right\rangle_{\mathbb{R}}$ with $V=V_{\text {ap }}$ as above. Here (and later) the notation $\langle\ldots\rangle_{\mathbb{R}}$ denotes the $\mathbb{R}$-linear span. Recall that the rows of $\mathcal{A}$ are indexed by the terms in $\operatorname{Supp}(V)$. We choose a degree compatible term ordering $\sigma$ and order the terms such that larger terms w.r.t. $\sigma$ correspond to higher rows (i.e. to rows having smaller row indices). Then we perform the following steps.
(1) Bring $\mathcal{A}$ into column echelon form, using only pivot elements whose absolute value is $>\varepsilon$. Normalize the columns after each reduction step.
(2) If the untreated part of some row does not contain an element of absolute value $>\varepsilon$, replace the corresponding elements of absolute value $\leq \varepsilon$ by zeros and continue with the next row.
(3) If any column of $\mathcal{A}$ is zero, delete it.

The resulting matrix $\mathcal{A}^{\prime}$ represents a vector space of polynomials $V^{\prime} \subset P$. Let $f_{1}^{\prime}, \ldots, f_{s}^{\prime} \in V^{\prime}$ be the unitary vector space basis of $V^{\prime}$ given by the columns of $\mathcal{A}^{\prime}$. Then every unitary polynomial $f \in V^{\prime}$ satisfies

$$
\operatorname{LT}_{\sigma}^{\mathrm{ap}}(f) \in \operatorname{LT}_{\sigma}^{\mathrm{ap}}\left(V^{\prime}\right)=\left\{\operatorname{LT}_{\sigma}^{\mathrm{ap}}\left(f_{1}\right), \ldots, \mathrm{LT}_{\sigma}^{\mathrm{ap}}\left(f_{s}\right)\right\}
$$

We shall say that $\left\{f_{1}^{\prime}, \ldots, f_{s}^{\prime}\right\}$ is an approximate leading term basis of $V^{\prime}$. Moreover, the vector space $V^{\prime}$ is "close to" $V$ in the sense that, for all $i \in\{1, \ldots, s\}$, there exists a unitary polynomial $\tilde{f}_{i} \in V$ such that $\left\|f_{i}^{\prime}-\tilde{f}_{i}\right\|<(r-s) \varepsilon$. This follows from the observation that setting a coefficient of absolute value $<\varepsilon$ to zero changes the norm of a polynomial by less than $\varepsilon$.

Next we extend the procedure of passing from $V$ to $V_{\text {ap }}$ to the following construction. In the Border Basis Algorithm (cf. [9], Prop. 18) the vector space $V$ is repeatedly replaced by

$$
V^{+}=V+x_{1} V+\cdots+x_{n} V
$$

The approximate version of this construction works as follows.
Remark 4.3. [Approximate Leading Term Basis Extension]
Let $V \subset P$ be a vector space of polynomials, let $\varepsilon, \varepsilon^{\prime}>0$ be threshold numbers, and let $\sigma$ be a degree compatible term ordering.
(1) Compute the matrix $\mathcal{A}^{\prime}$ which represents an approximate leading term basis $\left\{f_{s}^{\prime}, \ldots, f_{s}^{\prime}\right\}$ of $V_{\text {ap }}^{\prime}$ as above. (Recall that higher rows of $\mathcal{A}^{\prime}$ correspond to larger terms w.r.t. $\sigma$.)
(2) The representing matrix of $\left(V_{\mathrm{ap}}^{\prime}\right)^{+}=V_{\mathrm{ap}}^{\prime}+x_{1} V_{\mathrm{ap}}^{\prime}+\cdots+x_{n} V_{\mathrm{ap}}^{\prime}$ is of the form $(\widehat{\mathcal{A}} \mid \mathcal{B})$ where $\widehat{\mathcal{A}}$ is obtained by enlarging $\mathcal{A}^{\prime}$ by some zero rows corresponding to new terms in the support of $\left(V_{\text {ap }}^{\prime}\right)^{+}$. If necessary, resort the rows of the matrix $(\widehat{\mathcal{A}} \mid \mathcal{B})$ such that higher rows correspond to larger terms. Using the pivot entries in $\widehat{\mathcal{A}}$ corresponding to the approximate leading terms of the polynomials $f_{i}^{\prime}$, clean out the corresponding rows of $\mathcal{B}$ and get a matrix $\mathcal{B}^{\prime}$.
(3) Delete the zero rows of $\mathcal{B}^{\prime}$. Compute the $\varepsilon^{\prime}$-truncation of the SVD of the resulting matrix and get $\widetilde{\mathcal{B}}=\mathcal{U}^{\prime} \cdot \mathcal{S}^{\prime} \cdot\left(\mathcal{V}^{\prime}\right)^{\operatorname{tr}}$.
(4) Let $\mathcal{U}_{1}^{\prime}$ be the first columns of $\mathcal{U}^{\prime}$ which form an ONB of the column space of $\widetilde{\mathcal{B}}$ (see Theorem 2.1.4). Using the method of Remark 4.2, compute an approximate leading term basis $\left\{f_{s+1}^{\prime}, \ldots, f_{s^{\prime}}^{\prime}\right\}$ of a vector space $W^{\prime}$ close to the vector space $W$ represented by $\widetilde{\mathcal{B}}$.
Then the set $\left\{f_{1}^{\prime}, \ldots, f_{s^{\prime}}^{\prime}\right\}$ is an approximate leading term basis of the vector space $V_{\mathrm{ap}}^{\prime} \oplus W^{\prime} \subset P$ which is close to the vector space $\left(V_{\mathrm{ap}}^{\prime}\right)^{+}$.

The last ingredient we need is an approximate version of the computation of a stable span explained in [9], Prop. 13. In the following we say that a polynomial $f \in P$ is $\delta$-close to a vector subspace $V$ of $P$ if there exists a polynomial $v \in V$ such that $\|f-v\|<\delta$.

Proposition 4.4. Let $f_{1}, \ldots, f_{s} \in P$ be linearly independent unitary polynomials, let $V=\left\langle f_{1}, \ldots, f_{s}\right\rangle_{\mathbb{R}}$, let $U=\left\langle\mathbb{T}_{\leq d}^{n}\right\rangle_{\mathbb{R}}$ for some $d \geq \max \left\{\operatorname{deg}\left(f_{1}\right), \ldots, \operatorname{deg}\left(f_{s}\right)\right\}$, let $\sigma$ be a degree compatible term ordering, and let $\varepsilon>0$ be a threshold number. We perform the following steps.
(1) Using Remark 4.2, compute a unitary basis $\mathcal{V}=\left\{f_{1}^{\prime}, \ldots, f_{r}^{\prime}\right\}$ of a vector space $V_{\mathrm{ap}}^{\prime}$ which is an approximate leading term basis of $V_{\mathrm{ap}}^{\prime}$.
(2) Using Remark 4.3, compute a unitary basis extension $\mathcal{W}^{\prime}$ for $V_{\mathrm{ap}}^{\prime} \subseteq\left(V_{\mathrm{ap}}^{\prime}\right)^{+}$ so that the elements of $\mathcal{V} \cup \mathcal{W}^{\prime}$ are an approximate leading term basis of a vector space close to $\left(V_{\mathrm{ap}}^{\prime}\right)^{+}$.
(3) Let $\mathcal{W}=\left\{f_{r+1}^{\prime}, \ldots, f_{r+\varrho}^{\prime}\right\}=\left\{p \in \mathcal{W}^{\prime} \mid \operatorname{deg}(p) \leq d\right\}$.
(4) If $\varrho>0$ then replace $\mathcal{V}$ with $\mathcal{V} \cup \mathcal{W}$, increase $r$ by $\varrho$, and go to step 2.
(5) Return $\mathcal{V}$.

This is an algorithm which computes a set of unitary polynomials $\mathcal{V}=\left\{f_{1}^{\prime}, \ldots, f_{r}^{\prime}\right\}$ which is an approximate leading term basis of $\widetilde{V}:=\left\langle f_{1}^{\prime}, \ldots, f_{r}^{\prime}\right\rangle_{\mathbb{R}}$, such that the original polynomials $f_{1}, \ldots, f_{s}$ are $\delta$-close to $\widetilde{V}$ for $\delta=\varepsilon(\# \operatorname{Supp}(V)-s+1)$, and such that $\widetilde{V}$ is approximately $U$-stable, i.e. such that we have $\left(\widetilde{V}_{\mathrm{ap}}^{\prime}\right)^{+} \cap U=\widetilde{V}$.

Proof. The method of the proof of [9], Prop. 13 shows that the result is approximately $U$-stable. Let us check that the procedure is finite. This is due to the fact that the basis extension performed in step 2 does not decrease the dimension of the vector space $\widetilde{V}$ generated by $\mathcal{V}$. Thus the dimensions of the vector spaces $\langle\mathcal{V}\rangle_{\mathbb{R}}$ form a non-decreasing sequence and the bound $r<\operatorname{dim}_{\mathbb{R}}(U)$ implies that the loop terminates.

The claim that the original polynomials are $\delta$-close to the computed vector space $\tilde{V}$ follows from the facts that $V_{\text {ap }}$ is $\varepsilon$-close to $V$ (see Corollary 2.2) and $V_{\text {ap }}^{\prime}$ is $\varepsilon(\# \operatorname{Supp}(V)-s)$-close to $V_{\text {ap }}$ (see Remark 4.2). Clearly, extensions of this vector space cannot increase the distances under consideration.

Combining the preceding steps, we can formulate an approximate version of the Border Basis Algorithm [9], Prop. 18. Recall that, for a polynomial ideal $I$, the order ideal of all terms not in $\mathrm{LT}_{\sigma}(I)$ is denoted by $\mathcal{O}_{\sigma}(I)$.

Theorem 4.5 (The Approximate Border Basis Algorithm (ABBA)).
Let $\left\{f_{1}, \ldots, f_{s}\right\} \subset P=\mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$ be a linearly independent set of $s \geq n$ unitary polynomials, let $V=\left\langle f_{1}, \ldots, f_{s}\right\rangle_{\mathbb{R}}$, let $\sigma$ be a degree-compatible term ordering, and let $\varepsilon>0$. The following algorithm computes the $\mathcal{O}_{\sigma}(I)$-border basis $\left\{g_{1}, \ldots, g_{\nu}\right\}$ of an ideal $I=\left\langle g_{1}, \ldots, g_{\nu}\right\rangle$ such that $f_{1}, \ldots, f_{s}$ are $\delta$-close to $I$ for $\delta=\varepsilon(\# \operatorname{Supp}(V)-s+1)$ and such that $\operatorname{dim}_{\mathbb{R}}(P / I)$ is as large as possible.

B1 Let $d=\max \left\{\operatorname{deg}\left(f_{i}\right) \mid 1 \leq i \leq s\right\}$ and $U=\left\langle\mathbb{T}_{\leq d}^{n}\right\rangle_{\mathbb{R}}$.
B2 Using Remark 4.2, compute a unitary basis $\overline{\mathcal{V}}=\left\{f_{1}^{\prime}, \ldots, f_{r}^{\prime}\right\}$ of a vector space $V_{\mathrm{ap}}^{\prime}$ which is an approximate leading term basis of $V_{\mathrm{ap}}^{\prime}$.
B3 Using Remark 4.3, compute a unitary basis extension $\mathcal{W}^{\prime}$ for $V_{\text {ap }}^{\prime} \subseteq\left(V_{\text {ap }}^{\prime}\right)^{+}$ so that the elements of $\mathcal{V} \cup \mathcal{W}^{\prime}$ are an approximate leading term basis of a vector space close to $\left(V_{\mathrm{ap}}^{\prime}\right)^{+}$.
B4 Let $\mathcal{W}=\left\{f_{r+1}^{\prime}, \ldots, f_{r+\varrho}^{\prime}\right\}=\left\{p \in \mathcal{W}^{\prime} \mid \operatorname{deg}(p) \leq d\right\}$.
B5 If $\varrho>0$ then replace $\mathcal{V}$ with $\mathcal{V} \cup \mathcal{W}$, increase $r$ by $\varrho$, and go to (B3).
B6 Let $\mathcal{O}=\mathbb{T}_{\leq d}^{n} \backslash\left\{\operatorname{LT}_{\sigma}^{\mathrm{ap}}\left(f_{1}^{\prime}\right) \ldots \mathrm{LT}_{\sigma}^{\mathrm{ap}}\left(f_{r}^{\prime}\right)\right\}$.
B7 If $\partial \mathcal{O} \nsubseteq U$ then increase $d$ by one, update $U:=\left\langle\mathbb{T}_{\leq d}^{n}\right\rangle_{\mathbb{R}}$, and go to (B3).
B8 Apply the Final Reduction Algorithm and return its result $\left(g_{1}, \ldots, g_{\nu}\right)$.
Here the Final Reduction Algorithm is the algorithm described in Prop. 17 of [9].
Proof. Mutatis mutandis, it suffices to follow the proof of Prop. 18 in [9] and to add the following observation: The set $\mathcal{O}$ of terms computed in step $\mathbf{B 6}$ is indeed an order ideal.

Suppose a term $t$ occurs as a leading term in the basis $\left\{f_{1}^{\prime}, \ldots, f_{r}^{\prime}\right\}$ but only with small coefficients, i.e. not as an approximate leading term. Then this term will be put into $\mathcal{O}$ by step B6. Suppose that a divisor $t^{\prime}$ of this term is of the form $t^{\prime}=\operatorname{LT}_{\sigma}^{\text {ap }}\left(f_{i}^{\prime}\right)$ for some $i$. There exists a polynomial $f_{i}^{\prime}$ whose coefficient at $t^{\prime}$ is not small. If we multiply $f_{i}^{\prime}$ by the appropriate product of indeterminates, the coefficient of $t$ in the resulting polynomial is not small. Thus, after several extensions of $V$, the term $t$ has to be the approximate leading term of some polynomial $f_{j}^{\prime}$, in contradiction to our assumption.

The claim that the original polynomials are $\delta$-close to the computed ideal $I$ was shown in Proposition 4.4. The last claim follows from Corollary 2.2: Since the SVD truncation produces the smallest dimension of $V_{\text {ap }}$ resp. $V_{\text {ap }}^{+}$at each step, the codimension of $I$ will be maximal under the hypothesis that $f_{1}, \ldots, f_{s}$ are $\delta$-close to $I$.

Notice that steps B2)-B5) are nothing but the algorithm of the preceding proposition. As mentioned in [9], this algorithm can be optimized substantially. In particular, the proof of [9], Prop. 21 shows that we can reduce the size of the space $U$ (the "computational universe") dramatically. We get the following improved algorithm.

Corollary 4.6 (Improved Approximate Border Basis Algorithm (IABBA)). In the setting of the theorem, the following algorithm computes the $\mathcal{O}_{\sigma}(I)$-border basis $\left\{g_{1}, \ldots, g_{\nu}\right\}$ of an ideal $I=\left\langle g_{1}, \ldots, g_{\nu}\right\rangle$ such that $f_{1}, \ldots, f_{s}$ are $\delta$-close to $I$ and such that $\operatorname{dim}_{\mathbb{R}}(P / I)$ is as large as possible.
$\mathbf{C 1}$ Let $\mathcal{L}$ be the order ideal spanned by $\bigcup_{i=1}^{r} \operatorname{Supp}\left(f_{i}\right)$.
$\mathbf{C 2}$ Using Remark 4.2, compute a unitary basis $\mathcal{V}=\left\{f_{1}^{\prime}, \ldots, f_{r}^{\prime}\right\}$ of a vector space $V_{\mathrm{ap}}^{\prime}$ which is an approximate leading term basis of $V_{\mathrm{ap}}^{\prime}$.
C3 Using Remark 4.3, compute a unitary basis extension $\mathcal{W}^{\prime}$ for $V_{\mathrm{ap}}^{\prime} \subseteq\left(V_{\mathrm{ap}}^{\prime}\right)^{+}$ so that the elements of $\mathcal{V} \cup \mathcal{W}^{\prime}$ are an approximate leading term basis of a vector space close to $\left(V_{\mathrm{ap}}^{\prime}\right)^{+}$.
$\mathbf{C 4}$ Let $\mathcal{W}=\left\{f \in \mathcal{W}^{\prime} \mid \operatorname{LT}_{\sigma}(f) \in \mathcal{L}\right\}$.
C5 If $\bigcup_{f \in \mathcal{W}} \operatorname{Supp}(f) \nsubseteq \mathcal{L}$, then replace $\mathcal{L}$ with the order ideal spanned by $\mathcal{L}$ and $\bigcup_{f \in \mathcal{W}} \operatorname{Supp}(f)$ and continue with step $\mathbf{C} 4$.
$\mathbf{C 6}$ If $\mathcal{W} \neq \emptyset$ then replace $\mathcal{V}$ with $\mathcal{V} \cup \mathcal{W}$ and continue with step $\mathbf{C} 3$.
$\mathbf{C} 7$ Let $\mathcal{O}=\mathcal{L} \backslash\left\{\operatorname{LT}_{\sigma}(v) \mid v \in \mathcal{V}\right\}$.
$\mathbf{C 8}$ If $\partial \mathcal{O} \nsubseteq \mathcal{L}$ then replace $\mathcal{L}$ with the order ideal $\mathcal{L}^{+}=\mathcal{L} \cup \bigcup_{i=1}^{n} x_{i} \mathcal{L}$ and continue with step C3.
C9 Apply the Final Reduction Algorithm and return the polynomials $g_{1}, \ldots, g_{\nu}$ computed by it.

To end this section, we apply ABBA to a concrete example.
Example 4.7. Consider the (approximately) unitary polynomials

$$
\begin{aligned}
& f_{1}=0.13 z^{2}+0.39 y-0.911 z \\
& f_{2}=0.242 y z-0.97 y \\
& f_{3}=0.243 x z-0.97 y \\
& f_{4}=0.242 y^{2}-0.97 y \\
& f_{5}=0.243 x y-0.97 y \\
& f_{6}=0.035 x^{5}-0.284 x^{4}+0.497 x^{3}+0.284 x^{2}-0.532 x+0.533 y
\end{aligned}
$$

We apply ABBA with $\varepsilon=0.001$ and follow the steps. The first basis extension yields 18 polynomials in step $\mathbf{B 3}, 15$ of which are found to be in the computational universe in step B4. They are $f_{1}, \ldots, f_{6}$ and

$$
\begin{aligned}
f_{7} & =0.017 z^{3}+0.558 y-0.830 z \\
f_{8} & =0.064 y z^{2}+0.001 z^{3}-0.996 y-0.05 z \\
f_{9} & =0.707 y^{2} z-0.707 y z^{2}+0.002 y-0.0005 z \\
\vdots & \\
f_{15} & =0.707 x^{2} y-0.707 x^{2} z
\end{aligned}
$$

Since we found 9 new polynomials, step B5 forces us to repeat the basis extension. The second time around we find 32 polynomials in the extended basis, 29 of which are in the universe. The third iteration yields a basis consisting of 52 polynomials, 49 of which are in the universe, and the fourth iteration yields 77 polynomials in the basis and 49 polynomials in the universe.

At this point steps B6 and B7 are executed and show that the iteration is finished. It remains to apply the Final Reduction Algorithm. The computed order
ideal is $\mathcal{O}=\left\{1, x, x^{2}, x^{3}, x^{4}, y, z\right\}$, its border is

$$
\partial \mathcal{O}=\left\{x^{5}, x^{4} y, x^{4} z, x^{3} y, x^{3} z, x^{2} y, x^{2} z, x y, y^{2}, x z, y z, z^{2}\right\}
$$

and the resulting border basis consists of $f_{1}, \ldots, f_{6}$ together with

$$
\begin{aligned}
& g_{1}=0.062 x^{2} y-0.998 y \\
& g_{2}=0.062 x^{2} z-0.998 y \\
& g_{3}=0.016 x^{3} y-0.9999 y \\
& g_{4}=0.016 x^{3} z-0.9999 y \\
& g_{5}=0.004 x^{4} y-0.99999 y \\
& g_{6}=0.004 x^{4} z-0.99999 y
\end{aligned}
$$

This result is in good numerical agreement with the exact result in [9], Ex. 20.

## 5. Approximate Membership for Zero-Dimensional Ideals

Given a polynomial ideal $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle \subseteq P$ and a polynomial $g \in P$, the classical ideal membership problem asks whether we have $g \in I$ or not. If this is the case, explicit membership is the quest for a concrete representation $g=h_{1} f_{1}+$ $\cdots+h_{s} f_{s}$ with $h_{1}, \ldots, h_{s} \in P$. The standard way to solve the decision problem is to choose a term ordering $\sigma$, compute a $\sigma$-Gröbner basis $G=\left\{g_{1}, \ldots, g_{t}\right\}$ of $I$ and use the division algorithm [10], 1.6.4, to decide whether $\mathrm{NF}_{\sigma, G}(g)=0$. The standard method for solving the explicit membership problem consists of invoking the extended Buchberger algorithm (cf. [10], 2.5.11), computing the syzygy module of the Gröbner basis and transforming the syzygies (cf. [10], 3.1.8 and 3.1.9).

In the approximate setting, these methods fail for several reasons:
(1) The polynomial $g$ could be "almost" contained in $I$, i.e. the normal form $\mathrm{NF}_{\sigma, G}(g)$ could be "close to" zero.
(2) The computations of the Gröbner bases involved are numerically unstable and should be replaced by appropriate approximate algorithms.
(3) Solutions to the approximate explicit membership problem are highly nonunique: every generator $f_{i}$ can be modified by a "small" polynomial, there exist syzygies of "small" polynomials, and the set of "small" polynomials has apparently no usable algebraic structure.
Nevertheless, in many industrial applications there are strong incentives to seek "uniquely determined" explicit representations $g=h_{1} f_{1}+\cdots+h_{s} f_{s}$. If there are infinitely many such representations, which one is the one realized by the physical system? Is there an "approximate normal form" which enables us to find a candidate for the "simplest" (and hence a candidate for the "true") representation?

In this section we examine these questions in the case of zero-dimensional polynomial ideals. For the decision problem for zero-dimensional vanishing ideals, the solution is simple: just check whether the evaluation vector of $g$ is "small". Now let us tackle the general problem.

Given an empirical zero-dimensional polynomial ideal $I$, compute an order ideal $\mathcal{O}=\left\{t_{1}, \ldots, t_{\mu}\right\}$ and an $\mathcal{O}$-border basis $G$ of $I$. (If $I$ is defined as the vanishing ideal of an approximate set of points, use Corollary 3.3. If $I$ is given by an approximate system of generators, use Theorem 4.5.)

Suppose that the order ideal $\mathcal{O}$ is of the form $\mathcal{O}_{\sigma}(I)=\mathbb{T}^{n} \backslash \operatorname{LT}_{\sigma}(I)$ for some degree compatible term ordering $\sigma$. Then $G$ is automatically a $\sigma$-Gröbner basis,
and henceforth a Macaulay basis of $I$ (cf. [11], 6.4.18 and 4.2.15). If the order ideal $\mathcal{O}$ is not of this form, we can still try to use Corollary 3.4 or [15], Section 4. In either case, we assume that we now have a Macaulay basis $H=\left\{h_{1}, \ldots, h_{\lambda}\right\}$ of $I$. Our next step is to pass to a completely reduced orthogonal Macaulay basis. This "Macaulay bases analogue" of a reduced Gröbner basis is defined as follows.

Definition 5.1. Let $H=\left\{h_{1}, \ldots, h_{\lambda}\right\}$ be a Macaulay basis of $I$.
(1) A polynomial $f \in P$ is called completely reduced with respect to $H$ if in the canonical representation $f=g_{1} h_{1}+\cdots+g_{\lambda} h_{\lambda}+\mathrm{NF}_{I}(f)$ (cf. [15], 6.2 or [16], 4.3) we have $f=\mathrm{NF}_{I}(f)$.
(2) The Macaulay basis $H$ is called a completely reduced, orthogonal Macaulay basis of $I$ if all $h_{i}-\operatorname{DF}\left(h_{i}\right)$ are completely reduced w.r.t. $H$ and

$$
\left\langle\mathrm{DF}\left(h_{i}\right), t \mathrm{DF}\left(h_{j}\right)\right\rangle=0 \quad \text { for } \quad i \neq j \quad \text { and } \quad t \in P_{\leq \operatorname{deg}\left(h_{i}\right)-\operatorname{deg}\left(h_{j}\right)}
$$

Here $\operatorname{DF}(f)$ denotes the degree form of a polynomial $f$ (see [11], 4.2.8).
Given $H$, a completely reduced, orthogonal Macaulay basis of $I$ can be computed easily (cf. [15], 6.4). Moreover, it is essentially unique (cf. [15], 6.5). Therefore we shall from now on assume that $H$ has this property.

Remark 5.2. [Approximate Membership Using Macaulay Bases]
Let $H=\left\{h_{1}, \ldots, h_{\lambda}\right\}$ be a completely reduced, orthogonal Macaulay basis of $I$. For any polynomial $f \in P$ of degree $d$, we can use the Macaulay Division Algorithm (cf. [16], 3.1 and [15], 6.2), to find a representation

$$
f=g_{1} h_{1}+\cdots+g_{\lambda} h_{\lambda}+r_{0}+\cdots+r_{d}
$$

with $g_{i} \in P$ satisfying $\operatorname{deg}\left(g_{i}\right) \leq \operatorname{deg}(f)-\operatorname{deg}\left(h_{i}\right)$ and such that $r_{j} \in P_{j}$ is homogeneous of degree $j$. The polynomial $\operatorname{COP}_{I}(f)=r_{0}+\cdots+r_{d}$ is called the canonical orthogonal projection of $f$ w.r.t. $I$.

If we set $f \approx 0 \Leftrightarrow\left\|\operatorname{COP}_{I}(f)\right\|<\varepsilon$ for a given threshold value $\varepsilon>0$, we can solve the approximate membership decision problem for zero-dimensional ideals, presumably in a numerically stable way. The reason for the believed stability of this procedure is that border bases (and hence completely reduced, orthogonal Macaulay bases) of a zero-dimensional ideal tend to vary very little if we change the ideal slightly (cf. [17] and [12]).

Of course, if the degree of $f$ is high, the accuracy of the canonical orthogonal projection depends on the number of reduction steps involved in the Macaulay division. A precise error estimate should take this into account.

To solve the explicit membership problem for empirical zero-dimensional ideals, we have to be even more careful: the representations obtained in the preceding remark can easily be modified by "almost" syzygies of $\left(h_{1}, \ldots, h_{\lambda}\right)$. To get this ambiguity under control, we proceed as follows.

Remark 5.3. Starting from an order ideal $\mathcal{O}_{\sigma}(I)$ and the $\mathcal{O}_{\sigma}(I)$-border basis $G=\left\{g_{1}, \ldots, g_{\nu}\right\}$ of $I$, we compute the completely reduced, orthogonal Macaulay basis $H=\left\{h_{1}, \ldots, h_{\lambda}\right\}$ of $I$. Since the residue classes of the terms in $\mathcal{O}_{\sigma}(I)=$ $\left\{t_{1}, \ldots, t_{\mu}\right\}$ form a vector space basis of $P / I$, we may then calculate a set of polynomials $\mathcal{P}=\left\{p_{1}, \ldots, p_{\mu}\right\}$ such that $\mathcal{P}_{\leq d}$ is an ONB of the orthogonal complement of the vector subspace $I_{\leq d}$ in $P_{\leq d}$ for every $d \geq 0$. Note that this condition is well-defined, since $I_{\leq d+1} \cap\left\langle\mathcal{P}_{\leq d}\right\rangle=\{0\}$ implies that one ONB is contained in the next. (If $I$ is the vanishing ideal of an approximate set of points, we can use

Corollary 3.4 to get $\mathcal{P}$. If $I$ is given by an approximate set of generators, we can use Theorem 4.5 and apply the Gram-Schmidt orthogonalization procedure to the set $\mathcal{O}_{\leq d}$ to get $\mathcal{P}_{\leq d}$. )

Next we modify the Macaulay Division Algorithm (cf. [16], 3.1 and [15], 6.2) as follows: if we want to project an element $f \in P_{\leq d}$, we take its degree form $\mathrm{DF}(f)$ and project it onto $\left\langle\mathrm{DF}\left(h_{i}\right) \mid \operatorname{deg}\left(h_{i}\right)=d\right\rangle_{\mathbb{R}}$. The result is the degree $d$ part of the canonical orthogonal projection and can be expressed as a linear combination of the elements of $\mathcal{P}_{d}$.

This yields an algorithm which computes a representation

$$
f=g_{1} h_{1}+\cdots+g_{\lambda} h_{\lambda}+c_{1} p_{1}+\cdots+c_{\mu} p_{\mu}
$$

with $c_{i} \in \mathbb{R}$ and $g_{j} \in P$. Then $\operatorname{COP}_{I}(f)=c_{1} p_{1}+\cdots+c_{\mu} p_{\mu}$ of $f$ is the unique representation of $\operatorname{COP}_{I}(f)$ in terms of the ONB $\mathcal{P}$.

Using an ONB $\mathcal{P}$ of the complement of $I$ in $P$, we can finally define approximate normal forms and solve the approximate explicit membership problem.

Definition 5.4. Let $f \in P$, let $\mathcal{P}=\left\{p_{1}, \ldots, p_{\mu}\right\}$ be an ONB of the orthogonal complement of $I$ in $P$, and let $\varepsilon>0$. We write $\operatorname{COP}_{I}(f)=c_{1} p_{1}+\cdots+c_{\mu} p_{\mu}$ with $c_{i} \in \mathbb{R}$. Then the polynomial $\mathrm{NF}_{\mathcal{P}, I}^{\mathrm{ap}}(f)=\sum_{\left\{i:\left|c_{i}\right| \geq \varepsilon\right\}} c_{i} p_{i}$ is called the approximate normal form of $f$ with respect to $\mathcal{P}$ and $I$.

Now the preceding discussion can be summarized as follows.
Proposition 5.5 (Approximate Explicit Membership for Zero-Dimensional Ideals). Let $I \subset P$ be a zero-dimensional ideal, let $H$ be a completely reduced, orthogonal Macaulay basis of $I$, let $\mathcal{P}=\left\{p_{1}, \ldots, p_{\mu}\right\}$ be an ONB of the orthogonal complement of $I$ in $P$, let $f \in P$, and let $\varepsilon>0$.
(1) The polynomial $f$ is "almost" contained in I if and only if $\mathrm{NF}_{\mathcal{P}, I}^{\mathrm{ap}}(f)=0$. More precisely, if $\mathrm{NF}_{\mathcal{P}, I}^{\mathrm{ap}}=0$ then $f$ is $\varepsilon \sqrt{\mu}$-close to $I$, and if $f$ is $\varepsilon$-close to $I$ then $\mathrm{NF}_{\mathcal{P}, I}^{\text {ap }}(f)=0$.
(2) If $f$ is $\varepsilon$-close to $I$, we use the Macaulay Division Algorithm to compute a representation

$$
f=g_{1} h_{1}+\cdots+g_{\lambda} h_{\lambda}+c_{1} p_{1}+\cdots+c_{\mu} p_{\mu}
$$

with $g_{i} \in P$ of degree $\operatorname{deg}\left(g_{i}\right) \leq \operatorname{deg}(f)-\operatorname{deg}\left(h_{i}\right)$ and $\left|c_{i}\right|<\varepsilon$. Then the relation $f \approx g_{1} h_{1}+\cdots+g_{\lambda} h_{\lambda}$ is called an approximate explicit representation of $f$. If another polynomial $f^{\prime} \in P$ which is also $\varepsilon$-close to $I$ has the same approximate explicit representation, then we have $\mathrm{NF}_{\mathcal{P}, I}^{\mathrm{ap}}\left(f-f^{\prime}\right)=0$.

Proof. To show the first claim, we start by assuming that we have $\operatorname{COP}_{I}(f)=$ $c_{1} p_{1}+\cdots+c_{\mu} p_{\mu}$ with $\left|c_{i}\right|<\varepsilon$. Since $\mathcal{P}$ is an ONB of the orthogonal complement of $I$ in $P$, the length of the perpendicular from $f$ to $I$ is therefore $\sqrt{c_{1}^{2}+\cdots+c_{\mu}^{2}} \leq$ $\varepsilon \sqrt{\mu}$. Conversely, if the canonical projection $\operatorname{COP}_{I}(f)=c_{1} p_{1}+\cdots+c_{\mu} p_{\mu}$ satisfies $\sqrt{c_{1}^{2}+\cdots+c_{\mu}^{2}} \leq \varepsilon$, then we have $\left|c_{i}\right|<\varepsilon$ for $i=1, \ldots, \mu$.

Now we prove the second claim. Let $f=g_{1} h_{1}+\cdots+g_{\lambda} h_{\lambda}+c_{1} p_{1}+\cdots+c_{\mu} p_{\mu}$ and $f^{\prime}=g_{1}^{\prime} h_{1}+\cdots+g_{\lambda}^{\prime} h_{\lambda}+c_{1}^{\prime} p_{1}+\cdots+c_{\mu}^{\prime} p_{\mu}$ be the representations of $f$ and $f^{\prime}$ provided by the Macaulay Division Algorithm. Since the approximate explicit representation of $f$ and $f^{\prime}$ are equal, we have $g_{i}=g_{i}^{\prime}$ for $i=1, \ldots, \lambda$. The hypotheses that $f$ and $f^{\prime}$ are $\varepsilon$-close to $I$ yield $\sqrt{c_{1}^{2}+\cdots+c_{\mu}^{2}} \leq \varepsilon$ and $\sqrt{\left(c_{1}^{\prime}\right)^{2}+\cdots+\left(c_{\mu}^{\prime}\right)^{2}} \leq \varepsilon$.

Hence the norm of $f-f^{\prime}=\left(c_{1}-c_{1}^{\prime}\right) p_{1}+\cdots+\left(c_{\mu}-c_{\mu}^{\prime}\right) p_{\mu}$ is at most $2 \varepsilon$, and the approximate normal form of $f-f^{\prime}$ (with respect to the threshold number $2 \varepsilon$ ) is zero.

## 6. Computational Results

In this section we provide some timings for the calculation of approximate vanishing ideals and approximate border bases using our algorithms. Moreover, we show the effects of a proper data scaling on the quality of the calculated approximate Gröbner or border bases. All computations were done on a Apple Powerbook G4 (1.5 GHz) using a prototypical implementation. An implementation using CoCoA (cf. [3]) will be available soon.

Calculating Approximate Vanishing Ideals. The first computational test is based on a real-world data set coming from an application in oil industry (see Section 7). This data set contains 2445 points $p_{i}=\left(p_{i 1}, \ldots, p_{i 9}\right)$ in $\mathbb{R}^{9}$. The absolute values of the coordinates are less than

$$
(3.2492,8.2528,3.2501,2.3963,3.5115,1.6226,7.1821,1.8006,6.5006)
$$

The following table shows the results for the computation of a DegLex-Gröbner basis of the approximate vanishing ideal using Algorithm 3.1 with $\varepsilon^{\prime}$ chosen according to the condition number of the resulting matrices and the stated values of $\varepsilon$.

|  | $\varepsilon$ | \#GB | deg | max $f\left(p_{i}\right)$-error | mean $f\left(p_{i}\right)$-error | time |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 1 | 15 | $\leq 3$ | 0.0115 | 0.0025 | 0.77 s |
| 2 | 0.5 | 19 | $\leq 3$ | 0.0063 | $8.1262 \cdot 10^{-4}$ | 0.84 s |
| 3 | 0.1 | 24 | $\leq 3$ | $6.9260 \cdot 10^{-4}$ | $2.7851 \cdot 10^{-4}$ | 0.82 s |
| 4 | 0.01 | 39 | $\leq 4$ | $9.0761 \cdot 10^{-5}$ | $1.7142 \cdot 10^{-5}$ | 1.43 s |
| 5 | 0.001 | 59 | $\leq 4$ | $1.5547 \cdot 10^{-6}$ | $1.0135 \cdot 10^{-6}$ | 2.34 s |
| 6 | 0.0001 | 82 | $\leq 4$ | $4.8458 \cdot 10^{-7}$ | $1.0858 \cdot 10^{-7}$ | 4.04 s |
| 7 | 0.00001 | 125 | $\leq 4$ | $8.4620 \cdot 10^{-8}$ | $8.0948 \cdot 10^{-9}$ | 7.31 s |
| 8 | 0.0 (full) | 260 | $\leq 5$ | $4.6954 \cdot 10^{-11}$ | $2.0193 \cdot 10^{-11}$ | 22.04 s |

Table 1. Calculating a DegLex-Gröbner Basis for 2445 Points in $\mathbb{R}^{9}$

Table 2 shows the timings and numerical quality of a calculation using the same data set, but the algorithm of Corollary 3.3 to compute a border basis for the approximate vanishing ideal. It may be worth mentioning that the algorithms identify close-by data points even if we choose $\varepsilon=0$. (Since we are using floating point computations, this amounts to choosing the machine precision for $\varepsilon$.) For instance, in the example at hand the corresponding order ideal $\mathcal{O}$ has only 179 elements.

Our second computational test (see Table 3) is the calculation of a Gröbner basis of an $\varepsilon$-approximate vanishing ideal of a set of 10105 points in $\mathbb{R}^{9}$. Note that this is also a real-world data set which corresponds to an application in steel industry described in Section 7.

|  | $\varepsilon$ | \#BB | deg | max $f\left(p_{i}\right)$-error | mean $f\left(p_{i}\right)$-error | time |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 1 | 94 | $\leq 6$ | 0.0115 | $5.5523 \cdot 10^{-4}$ | 1.86 s |
| 2 | 0.5 | 88 | $\leq 5$ | 0.0063 | $3.4916 \cdot 10^{-4}$ | 1.72 s |
| 3 | 0.1 | 185 | $\leq 8$ | $6.9626 \cdot 10^{-4}$ | $3.1908 \cdot 10^{-5}$ | 4.19 s |
| 4 | 0.01 | 163 | $\leq 5$ | $9.0761 \cdot 10^{-5}$ | $3.3018 \cdot 10^{-6}$ | 4.60 s |
| 5 | 0.001 | 223 | $\leq 5$ | $1.5547 \cdot 10^{-6}$ | $2.1958 \cdot 10^{-7}$ | 8.07 s |
| 6 | 0.0001 | 306 | $\leq 6$ | $4.8458 \cdot 10^{-7}$ | $2.4311 \cdot 10^{-8}$ | 13.55 s |
| 7 | 0.00001 | 345 | $\leq 5$ | $8.4620 \cdot 10^{-8}$ | $3.4753 \cdot 10^{-9}$ | 20.52 s |
| 8 | 0.0 (full) | 539 | $\leq 5$ | $3.6442 \cdot 10^{-11}$ | $1.3308 \cdot 10^{-11}$ | 53.37 s |

Table 2. Calculating a Border Basis for 2445 Points in $\mathbb{R}^{9}$

|  | $\varepsilon$ | \#GB | deg | max $f\left(p_{i}\right)$-error | mean $f\left(p_{i}\right)$-error | time |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 0.1 | 63 | $\leq 3$ | $1.1890 \cdot 10^{-4}$ | $6.5252 \cdot 10^{-5}$ | 7.64 s |
| 2 | 0.01 | 272 | $\leq 5$ | $6.4377 \cdot 10^{-7}$ | $8.1200 \cdot 10^{-8}$ | 104.53 s |
| 3 | 0.001 | 464 | $\leq 5$ | $1.9933 \cdot 10^{-7}$ | $1.9786 \cdot 10^{-8}$ | 196.38 s |
| 4 | 0.0001 | 464 | $\leq 5$ | $1.9933 \cdot 10^{-7}$ | $1.9786 \cdot 10^{-8}$ | 317.51 s |
| 5 | 0.00001 | 822 | $\leq 6$ | $6.0032 \cdot 10^{-9}$ | $5.7087 \cdot 10^{-10}$ | 927.94 s |
| 6 | 0.000001 | 1217 | $\leq 6$ | $2.0084 \cdot 10^{-9}$ | $2.1326 \cdot 10^{-10}$ | 3683.35 s |
| 7 | 0.0 (full) | 1965 | $\leq 7$ | $6.7836 \cdot 10^{-11}$ | $4.5715 \cdot 10^{-12}$ | 11632.41 s |

Table 3. Calculating a DegLex-Gröbner Basis for 10105 Points in $\mathbb{R}^{9}$

Calculating Approximate Border Bases. To test the Approximate Border Basis Algorithm, we computed the approximate vanishing ideal of certain sets of approximate points and then applied ABBA to find a border basis for this approximate zero-dimensional ideal. The first example is an ideal in $\mathbb{R}[x, y, z]$ generated by the polynomial

$$
\begin{aligned}
f_{1}= & 0.041805 x^{3}+0.017262 x^{2} y+0.016641 x^{2} z+0.020066 x y^{2}+0.000575 x y z \\
& +0.020825 x z^{2}+0.007537 y^{3}+0.007845 y^{2} z+0.007695 y z^{2}+0.007928 z^{3} \\
& -0.22902 x^{2}-0.12885 x y-0.13055 x z-0.092272 y^{2}-0.067469 y z \\
& -0.095283 z^{2}+0.51837 x+0.33792 y+0.34477 z
\end{aligned}
$$

and further 12 polynomials of degrees $4,4,4,4,5,5,5,5,5,6,6,6$. The threshold number used for pivoting in Remarks 4.2 and 4.3 is $\varepsilon=10^{-5}$. The number $\varepsilon^{\prime}$ in the following table is the cut-off value for the SVD computed in step 3 of Remark 4.3.

Note that the execution time initially decreases with decreasing $\varepsilon^{\prime}$. This is due to the fact that the algorithm decides earlier to enlarge the computational universe. In our second example we use an ideal generated by 29 polynomials of degrees $6,7,8$, and 9 . The threshold number is $\varepsilon=10^{-10}$.

These timings were obtained with a prototype implementation on a small laptop. It is to be expected that the optimized implementation under development in CoCoA 5 (cf. [3]) using IABBA (see Corollary 4.6) will be significantly faster.

Data Scaling. The example calculations we have performed indicate strongly that data scaling is an important factor for the numerical quality of the results of our algorithms. From the algebraic point of view, scaling does not affect the problem,

|  | $\varepsilon^{\prime}$ | \#BB | deg | time |
| :--- | ---: | ---: | ---: | ---: |
| 1 | 0.1 | 81 | $\leq 6$ | 2.81 s |
| 2 | 0.01 | 83 | $\leq 6$ | 1.44 s |
| 3 | 0.001 | 84 | $\leq 6$ | 0.70 s |
| 4 | 0.0001 | 84 | $\leq 6$ | 0.70 s |
| 5 | 0.00001 | 84 | $\leq 6$ | 0.72 s |
| 6 | 0.000001 | 84 | $\leq 6$ | 0.71 s |

Table 4. Calculating a Border Basis of 84 Polynomials with ABBA

|  | $\varepsilon$ | \#BB | deg | time |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 0.1 | 220 | $\leq 9$ | 59.60 s |
| 2 | 0.01 | 173 | $\leq 9$ | 27.70 s |
| 3 | 0.001 | 216 | $\leq 9$ | 11.95 s |
| 4 | 0.0001 | 220 | $\leq 9$ | 5.34 s |
| 5 | 0.00001 | 220 | $\leq 9$ | 4.94 s |
| 6 | 0.000001 | 220 | $\leq 9$ | 5.17 s |

Table 5. Calculating a Border Basis of 220 Polynomials with ABBA
but from the numerical point of view scaling provides additional stability for the solution.

To show this effect, we use a real-world data set consisting of 2541 points in $\mathbb{R}^{7}$. For both computations, we truncate singular values less than 0.0001 . The scaled version is calculated in approx. 2 seconds, while the unscaled version takes approx. 4 seconds. The following figure visualizes the effect of numerical instabilities. The left picture shows the mean length of the evaluation vectors of the computed Gröbner basis polynomials without scaling. The right picture shows the same measure of numerical quality for a computation which used data scaling.


Figure 3. Mean Evaluation Errors Without and With Data Scaling
From an algebraic point of view, the algorithm produces the correct result in both cases. However, numerical inaccuracies and high degrees of the computed polynomials lead to undesirable results if we do not use data scaling. We consider the mean length of the evaluation vectors of a Gröbner basis polynomial at the
given points. In the left figure the maximal mean evaluation error is $\approx 2.8 \cdot 10^{8}$, i.e. these polynomials are completely useless. If we use data scaling, we get a maximal mean evaluation error of less than 0.025 in the right figure. Moreover, in the scaled example we have about 100 elements in the Gröbner basis, compared to more than 280 polynomials in the unscaled version.

Altogether, this example (and many similar ones we tried) suggests that data scaling provides several benefits: shorter running times, smaller output size, and a dramatically improved numerical quality of the result.

## 7. Applications

Our goal in this final section is to describe some practical problems which originated our interest in the topic at hand and to explain how our techniques can be applied to those practical problems. Let us begin by explaining the "meta" application which motivates much of our continuing research. After that we look at two concrete applications.

Searching for Relations in Measured Data. Assume that we are given a set of measurements, for example several time series. We want to find algebraic relations in these data, i.e. polynomial formulas which are almost fulfilled at every sampling point. These formulas can then be used to determine a minimal independent set of inputs or to indulge in other forms of data-mining. Polynomial relations which are exactly satisfied at each data point can be found using the classical Buchberger-Möller algorithm (see [2] and [13]). However, time series coming from real measurements tend to contain measurement errors. In this case exact interpolation yields misleading results.

Instead, we should be looking for polynomial relations which are almost satisfied by the time series. Thus the approximate Buchberger-Möller algorithm 3.1 provides us with the kind of relations we are searching for. In fact, if we use the variant given in Corollary 3.3, we get a border basis that also provides additional stability with respect to variations of the input data (cf. [17]).

Nevertheless, there is still one problem which has to be addressed: what happens if the "true" approximate relations which exist in the data sets are not of a polynomial nature? With our algorithms, we can only find polynomials of low degree passing almost through the points. To pass this hurdle, it may be worthwhile to examine the (partial) differential equations or other laws governing the physical system in which the data were measured. If the variable corresponding to some time series appears within a non-polynomial function (e.g. within a logarithm or a square root), we should perform the inverse transformation on the time series, so that we have a fair chance that the variable underlying the new time series appears in a polynomial relation. Of course, this approach requires a thorough understanding of the physical system. In any case, the quality of the polynomial relations we find using our algorithms can be easily judged from the degree and the size of the resulting polynomials and by comparing the remaining evaluation errors to the estimated size of the measurement errors.

Oil Industry. Certain problems one encounters in oil and gas production were the motivation to start this investigation. We will present here briefly a couple of these motivating problems. An in-depth treatment of these applications will be provided in a separate paper.

A common situation in production operations in oil industry is that a number of wells produce into a large piece of tubing called the bulk header, and from this header the common production flows to the bulk separator, where the different phases, namely oil, water and gas, are separated and the production rates of the separated phases are measured. The productions from the individual wells are obtained through a well test. A well test is an experiment where the well is decoupled from the bulk header and connected to the test header which in turn is connected to the test separator. Here again the phase productions are measured, but this time those of the well-on-test only. The phase productions from the well-on-test are recombined downstream from the test separator, and added to the production from the other wells, and this common production is processed by the bulk separator. Apart from the phase productions also quantities like pressures, temperatures, and injected "lift-gas" are measured. These additional measured quantities are examples of what we have called inputs in Section 1, whereas the phase productions are examples of what we have called outputs there. Fitting the inputs measured during the test to the measured oil production, assuming a polynomial model and using standard least squares techniques (specifically the techniques described in [4]), gives $a$ production polynomial for the well-on-test.

Here we have our first encounter with polynomials having small evaluations over the test set $\mathbb{X}$ : different production polynomials (in terms of total degree and support), for the same well may result in equivalent goodness of fit results in the validation experiments (see Section 1). Pairwise differences between these production polynomials yield polynomials having small evaluations. Relations among the input variables are causing this ambiguity. Hence the calculation of the approximate vanishing ideal from Section 3 of the test set points helps us establish these relations among the input variables. Having computed the ideal of relations $I$, the construction of the production polynomial can be repeated, but this time by fitting against the $\mathbb{R}$-vector space basis of $P / I$, where $P$ is the polynomial ring associated with the well test experiment, or with respect to the orthonormal vector space basis of a complement of $I$ in $P$ from Corollary 3.4.

Alternatively, an algebraic equation for the well production may be established directly from an approximate vanishing ideal calculation by adding the points associated with the measured production to the set $\mathbb{X}$ for this calculation. This may lead to an implicit equation in the well production. We obtain simplifications in this connection by using physical knowledge about our problem. More precisely, we may construct new indeterminates from our original ones on the basis of this physical knowledge. To be specific, an example of such a constructed indeterminate could be $x=\sqrt{\left(x_{i}-x_{j}\right) x_{j}}$, where $x_{i}$ and $x_{j}$ are original indeterminates related to pressures and where $x_{i}-x_{j}$ is related to the pressure drop over a restriction. Here restriction should be interpreted in a broad sense like a valve, a piece of tubing, or the inflow opening from the reservoir to the production tubing. Then the quantity $x$ is associated with the driving force over this restriction. But most of all we should realize that our term ordering, and specifically the ordering of the indeterminates, is here not just "any" abstract ordering. A particular physical meaning is associated with the indeterminates and the terms. A judicious choice of the term ordering that is also based on physical knowledge about the problem provides further possibilities to investigate this important problem of determining the relations among the variables.

Next we explain how our results from Sections 4 and 5 can be applied in this setting. Let us assume that we have production polynomials $f_{1}, \ldots, f_{s}$ available which describe the wells when they are producing in isolation, that is purely as a separate production system. This is a strong assumption. Our justification for it is that it serves our present motivation purposes well. Moreover, assume that we also have the total production polynomial $f$ available. If none of the wells is producing, there is also no total production. And since no production implies a zero of the concerning production polynomial, it follows that the total production polynomial vanishes on the set of common zeros of the well production polynomials. By Hilbert's Nullstellensatz, the total production polynomial is a member of the radical of the ideal generated by the well production polynomials. Furthermore, since the empirical well production polynomials are generic, they generate a radical ideal. The results of Section 4 enable us to compute the ideal generated by the empirical production polynomials, whereas the results of Section 5 enable us to solve the approximate membership problem for the total production polynomial for this ideal. This means that we get an explicit representation $f=h_{1} f_{1}+\cdots+h_{s} f_{s}$ for the total production in terms of the separate well productions. The polynomials $h_{i}$ express the interactions in the well production system. Now the total volume of oil that can be produced from an oil reservoir is called the Ultimate Recovery. The current state of the art allows an Ultimate Recovery of at most $30 \%$. The main reason for this figure being so low is the fact that the above indicated interactions are unknown. This is partly induced by the technological set-up described above. Thus our results allow a direct attack on the Ultimate Recovery problem, which is to date the most challenging problem in oil and gas production operations.

Steel Industry. Finally, we briefly describe a problem arising in steel industry which can be tackled using the above techniques. Given a process chain, it is of utmost importance that the melted metal has a guaranteed minimum temperature at the corresponding stages in the process chain. After the metal is melted the annealing process lowers the temperature. This annealing depends strongly on the ingredients initially put into the melting process. Some of these ingredients are cheap, others are quite expensive. Some of them slow the annealing process down, others speed it up. Moreover, there are non-trivial interactions between the ingredients. The aim is to determine a good mixture of ingredients to control the annealing behavior.

This problem could be seen a classical optimization problem. Unfortunately, no good model describing the annealing process is known. As such a model would also have to account for the physical environment (e.g. the surrounding air temperature, humidity, diameter of the container, ...), it would necessarily be quite complicated.

Instead, the methods we described make it possible to search for a model describing the annealing process for a specific setting. Classical approaches predict the annealing behavior only up to an error between $20 \%$ and $30 \%$. Consequently, to ensure the necessary temperature at every stage in the process chain, the steel often has to be heated much more than necessary, driving up the cost of production substantially. Using Section 3, we get a much more accurate prediction with an overall error between $7 \%$ and $12 \%$ in the tested example. This enables us to determine a better mixture for the actual melting process and to simultaneously lower the initial temperatures.
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